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Abstract—There is no machine learning techniques have
been used in an attempt to detect diseases in the banana
plant such as banana bacterial wilt (BBW) and banana
black sigatoka (BBS) that have caused a huge loss to
many banana growers. The study investigated various
computer vision techniques which led to the development
of an approach that consists of four main phases. In
phase one, images of Banana |eaves were acquired using
a standard digital camera. Phase two is the preprocessing
phase where resizing and morphological operations
occur. Next phase is the segmentation phase which
trandates RGB(Red Green Blue) image to YCbCr
(Luminance Chrominance) color space which is then
converted to a gray scale image and finally to a binarized
image using Adaptive Contrast Map method. Next is the
feature extraction phase where extraction of |leaf features
like color, texture and, shape occurs. Then comes the
prominent phase were classification done Using Support
Vector Machine classifier as classifier. Lastly, the
performance of the classifier is evaluated to determine
whether a leaf is diseased or not.

Keywords—Banana, Leaf Spot, Sgatoka, SVYM, Image
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l. INTRODUCTION

Banana research in India is directed towards irsinga
the production and productivity. However, banana
cultivation continues to face several pests aneadiss
which affect the production and productivity. Many
diseases occurring on banana leaf such as, Pandima
Sigatoka leaf spot, Bunchy top, Anthracnose, Mosaid
Bacterial wilt etc. fungal diseases occurring omadra,
Sigatoka leaf spot incited by MycosphaerellamusiBol
Leachex J.L.Mulder also called as yellow Sigatoka i
considered as a serious threat to world bananauptiod.

When leaf spots become severe, it reduces the yield
Integrated pest and disease management

drastically.
technology have been developed for the effective- e
friendly management of major pests and diseaseghwh
affect productivity. Improved nutrition can boosfense
mechanisms which in turn results in disease redncti
through direct inhibition of fungal activity.

Panama wilt and Mosaic etc. In BlackSigatoka, small
lesions are present parallel to the veins of theds. Some
spots developed to form dark in color Fig 1. Yellspots
are present on the leaf surface.

e

Fig.1: Black Sigatoka disease on |eaf

In Panama wilt, the main symptoms of this disease a
yellowing ad withering of leaf. This leads to eatioliage
within 2 or 3 days. In Fig 2.Shows the image of baf
with Panama wilts disease.
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Fig.2: Panama wilts disease on |eaf
In Mosaic disease light green path is present [edtal the
veins of the leaf. This leads to loss of green rcolbthe

leaf and mosaic path may appear parallel to the. vén
Fig 3 It shows the leaf with the mosaic disease.

Fig 3.Mosaic disease on leaf

. RELATED WORKS

Jagadeesh Pujari , Rajesh.Yakkundimath and

The banana plant is prone to diseases like Black&ka, ' }
Abdulmunaf. Syedhusain. Byadgi [1] proposed a grab
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cut segmentation [9ppproach to segment the samr
image. It segments the regions between foreground
background. Features are extracted using discratelat
transform (DWT).Daubechies db4 wavelets are app
to the image samples for decompiosit From eacl
color component Coefficientsf approximation (CA1l
and sub-image details are obtained. RpalcComponent
Analysis (PCA) used for feature reducti Squared
Mahalanobis Minimum Distance amtobabilistic Neura
Network Classifier are used as classifiers with
accuracy of 83.17% and 86.48%.

Godliver Owomugisha, John A. Quinn, Ernest Mweb.
James Lwasa[2] Extracted the color histogram
transforming the RGB to HSV and RGB
L*a*b*.Shape was also considered as feature, wiisc
determined by three process such as threshol
extraction & connected components and determining
morphological features for each connected compen
Peak components [12] are used for calculation of tree
[13]. The seven classifiers are used for dis
classification such as, Nearest Neighbors, Dec tree,
Random forest Extremely Randomized Trees, N
Bayes and support vector classifier[{{]]. Area under
the curve (AUC) analysis is used for classit
performance evaluation.

Tejal Deshpande, Sharmila Senguy
K.S.Raghuvanshi[3] recommended tineage processin
approach to identify the Bacterial Blight dise on
pomegranate leaf . K-means clustermgthod has bee
used for segmentation of diseased regDisease grading
has been performed using Fuzzy logic.

Neetu Chahal , Anuradha[4] Des@iba methodology t
detect the plant leaf diseases. It useméans clusterin
algorithm to classify objectbased on a set of featur
into K number of sub classe®tsu's method used f
thresholding the image.color feature extradrom Color
Co-occurrence MethofCCM). The texture featu taken
as angulamoment (E), product moment (cov), entrop
entropy feature (e information measures of correlati
(inf2), Contrast (id) and CorrelatiorNeural Networks
(NNs) are used for classification wighpiecision between
83% and 94%.

H. Muhammad Asraf, M. T. Nooritawati, M.S.B. Sh
Rizam[5] presented a Comparative Study in Oil Pi
Leaves Nutrient Biease’. Nutrients disease is cto the
imbalance between nutrients likeroigen, potassium ar
magnesium.Pattern recognition approaches are use
detect the nutrient diseases. The features usedcéoe
histogrambased texture features and gray levek-
occurrence matrix (GLCM)[6]SVM classifier with sof
margin is capable of best performance win accuracy
of 95%.
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[1. PROPOSED SYSTEM
The figure 4 shows the block diagram of the propc
system.

Colorimage Image pre- Color, Texture Classification

processing and Shape [ | withsvm

feature

extraction

Normal Diseased

Fig.4: Block Diagram of proposed system

Here the work is applied on the banana leaf forcB
Sigatoka disease detection. The first step is ke the
input image in RGB format. Then convert it into Y&t
color space. From that grayscale image, Y compc
extracted. The next step is to appdaptive contrast map
to enhance the leaf diseased portions. This imagaen
converted into the binary image using a threshdlde
threshold value is set to 0.1. The morphologicarapons
like dilation, filing holes are applied. The sm
componentsn the leaf are removed. The resultant im
obtained shows white pixels in the diseased ardablatk

pixels in the normal portiong.he color, texture and shape

features are extracted for classification. skew, kurtosis
and mean are taken as theor features. To do this, we
transform RGB to YCbCr.

Mean is used to represent average value of Redngnec
blue color channel

H = ﬁﬁ‘f’il Z_?r:l Pij "

Skewness is used to check the symmetry of
distribution. If a distribution is symmetric, it d&s the
same to thdeft and right of the center point. Kurtosis
used to check whether the data are peaked oefkttve to
a normal distribution [8].

Skewness can be described as folls

Ly Bl (Pi— p)?

. Laf=1 "_I;:l
5= MNg3
a--ﬂ
(2)
Kurtosis can be described as follo
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Shape features used are solidity, extent, minar lexigth
and eccentricity. The Gray-Level Qmcurrence Matri
(GLCM) is used to extract the texture features.
texture features extracted are contrast, correlagoergy
and homogeneity. Eccentrigiis the measure of wheth
the disease shape is a circle or line segmert.thd ratic
of the distance between major axis length and dledf
the ellipseshaped disease region. An ellipse v
eccentricity 0 is representing a circle and, anpsii
whose eccentricity is 1 is representing a line sgn
Minor axis length represents the length of the akise
region. Extent is the measure of the area of tkeadiec
region that is divided by the area of the boundiu.
Solidity is used to calculathe area of the diseased reg
divided by the pixels in the convex hullhese 17 feature
are classified usg Support Vector Machine (SVI
classifier.

) SUPPORT VECTOR MACHINE

SVM was chosen as the binary classifier becausari
classify accuratelyeven when limit samples we
available. The hyperphe samples the data samples
it can be calculated using function f(x) =sign (Ww#xb,
where w is a weight vector and b is a threshol-off. To
maximize the function, we need to minimize w ar

Xiow+ b =+l foryi = +1
Xiow+ b = —1foryi = —1
Yi(xi.w+b) —1=0 (4)

Slack variable is used to prevent ofiging, it can be
written as,

Xi.w+ b = +1— & foryi = +1
Xi.w+ b < —1+& foryi = —1
Vi(xi.w +8) —1 +& =0 (5)

In svm classifier, notinear data is classified using
hyperplanefigure 5 shows the image of nonlinear d
classification
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¢ Greneral dea: the onmnal futnre spao cun sty be mapped to S
bigher-dimensionl foature space where the mmdning s iy seponble

Fig.5: Nonlinear data separation

Different types of svm classifiers used fcassification are
shown in Table I,

Table.l: Different kernel in SYM

linear Kx.x%)=x'y

quadratic KX x) = (. x)HD) )
polynomial | K(x;, x) = (. x)+1) )’
Radial basis | ... . _ TR
function Kl %) = exp ( 207 J

Outputfrom the classificatioirdetermines whether the leaf
is diseased or not. Figghows the block diagram of ste
in disease detection.

INPUT iz (RGE) ‘

-

COLORchannel
separation Choose

Yeomeanst

COLOR FEATURE ADAPTIVE
extraction CONTRAST MAP
[

Covert to BINARY
image

TEXTURE SHAPE
FEATURE FEATURE
extraction extraction

SV classifier

NORMAL DISEASE-
LEAF DLEAF

Fig.6: block diagram of stepsin disease detection.

V. IMPLEMENTATION
The proposed work is implemented using MATL,
R2013a. The normal and diseased samples of b
leaves are collected fro@hirayikeezhu agricultural farn
The two dataset are created for training and tggtimse
The dataset first contains 11 diseased leaf imaget
dataset two contains 3 normal leaf images. Sixadisg
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images and 2 normal leaf images are used for ng.
Five diseased images and one normal leaf are ume
testing the classifier. Fig Shows the sample diseased |
images used for testing.

Fig 8 shows the sample normal leaf images use!
testing.

Fig.8: Normal |leaf images

The input image is the RGB color imaof banana leaf
figure 9 shows the sample input image. The RGB im
is first converted into YCbCr color space and thay
scale image is obtained by using ‘Y’ component. gt
step is to apply adaptive contrast map to enhamedeqf
diseased portions figure 1Ghows the image ¢
enhancement of leaf diseased portion. This imagdkeis
converted into the binarymage using a threshold figu
11 shows the binarized result. The threshold valuset
to 0.18. The morphological operations like dilatifiing
holes are applied. The small components in the dea
removed. The resultant image obtained shows v
pixels in the diseased area anddil pixels il the normal
portions in figure 12.

Fig.9: Input image

Fig.10: Adaptive contrast map

Fig.11: Binarized result
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Fig.12:Binary Image after Morphology

V. RESULTSAND DISCUSSION

This work is implemented using MATLAB R2013a.T!
two dataset are created for training and testirgsphThe
dataset first contains 11 diseased [This thesis work is
implemented using MATLAB R2013a.The two dataset
created for training and testing phase. Tdataset first
contains 11 diseased leaf images and dataset miaios 3
normal leaf images. Six diseased images and 2 rdeai
images are used for training of the classifier eFiNsease:
images and one normal leaf are used for testing
classifier.

Features are extracted as shown as [,

Table.ll: Features of Diseased Leaf

e e o e Shape FOATUIIGS 5 s s e e s e e st ie
Solidity = 1.000000

Extent =1.000000

MIinor axis length—10.392305
Eccentricity—0.435890
ededeoanwace Texture FeatGfes S iEsEdmeseirsane
contrast = 0.000000

correlation =NalN

Energy—1. 000000

Homogeneity—1.000000

she st ok e e

< Color Features kot s sie

MNMean = 87 .240656.110.800794 .43 9734905
skevwness =1 .727413.1.103354.2 322765

Knurtosis=S 484925 .5 026168.12 465870

Table.lll: Features of Normal Leaf
SR EE  Siape Eoatiiros e s
Solidity = 0.904167
Extent =0. 438827
MMinor axis length—11.098162

Eccentricity—0.976920

kR R RS Taxiure Features #% # i o ks o s
contrast = 0.000000

correlation =NalN

Energy—1.000000

Homogeneity—1.000000

A Color Featuires ks
MNean = 127.773181.181.679431.23.814214
skewness ——0.181327_-0.321896.1.481901

Ku1rtosis=—2 . 837969.2.558014.6.146515

Normal and diseased leaf has the different textcotgr
and shape features. The Diseased leaf containsretit
Red, Blue andsreen distribution values. The Mean
high for normal leaf compared to diseased leafid8yl
and Extent are unique for diseased leaf but iss ffor the
normal leaf.

The two dataset are created for training and tggtimse
The dataset first caains 11 diseased leaf images
dataset two contains 3 normal leaf images. Sixadise
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images and 2 normal leaf images are used for tguiaf
the classifier. Five diseased images and one noleaél
are used for testing the classifier. Table IV shdiws
number of dataset.

Table.|V: Dataset

Process Number of Number of
diseased leaf Normal leaf
Training 50 40
Testing 60 30
VI. CONCLUSION & FUTURE WORK

This work presents an efficient method for imagdagra
classification in Banana leaf disease identifiqatigirstly,
normal and diseased leaf images are collected amd p
processed. Then, features of shape, color andréexne
extracted from these images.

17 features are used for the classification. Images
captured in RGB format. RGB cannot represent color
terms of human perception. It transforms image rcolo
from RGB to YChCr. After that, these images are
classified using support vector machine. Theserdlgos
described in chapters are explained as testingeprthat
SVM classifier gives the good result.

This work just determines whether the plant leaf is
diseased or not and does not grade the diseasenstoe
greater efficiency and effectiveness we need aimggad
system which enables us to prioritize the disease
according to their intensity. The grading system te
Determined by calculating percent infection andnthe
ranked accordingly through fuzzy logic technique.

The existing technology takes still image as thputn
while the future work is to video input.

The existing system takes into 17 features fromirtpet
image then the proposed system reduces the uniamport
features and finds out important features. The ecdsh
system uses machine learning approaches to ersaire t
only relevant features are extracted.
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