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Abstract—Arithmetic  operations in digital signal
processing applications suffer from problems inirigd
propagation delay and circuit complexity which may
occupy larger area. We have two high performancioois
among all ALU circuitry. First one is QSD and aretlone

is VEDIC methodology. In QSD number representation
allows a method of fast addition/subtraction beeatlse
carry propagation chains are eliminated and herice i
reduces the propagation time in comparison with rnom
radix 2 system. Here we propose an arithmetichased on
QSD number system based on quaternary system. The
proposed design is developed using VHDL and
implemented on FPGA device and results are compared
with  conventional Vedic arithmetic unit. The
implementation of quaternary addition and multigtion
results in a fix delay independent of the numbedigfts.
Operations on a small number of digits such as,8r4
more, can be implemented with constant delay asd le
complexity.

Digital signal processing (DSP) is the technolobsttis
omnipresent in almost every engineering disciplide.
typical processor devotes a considerable amount of
processing time in performing arithmetic operations
particularly multiplication operations. Multiplidah is one

of the basic arithmetic operations and it requires
substantially more hardware resources and proagssire
than addition and subtraction. In fact, 8.72% df the
instruction in typical processing units is multgation. The
core computing process is always a multiplicatioatine;
therefore, DSP engineers are constantly looking niew
algorithms and hardware to implement them. Vedic
mathematics is the name given to the ancient sysitm
mathematics, which was rediscovered, from the Vedas
between 1911 and 1918 by Sri Bharati Krishna Tjrtfide
whole of Vedic mathematics is based on 16 sutragdw
formulae) and manifests a unified structure of reathtics.

Keywords— QSD method, Vedic maths, VHDL, Delay,
logical operation.

l. INTRODUCTION
Arithmetic operations are widely used and play intgat
role in various digital systems such as computedssignal
processors. Designing this Arithmetic unit using DRS
number representation has attracted the intereshasfy
researchers. Additionally, recent advances in teldyies
for integrated circuits make large scale arithmetrcuits
suitable for VLSI implementation. However, arithioet
operations still suffer from known problems inchougli
limited number of bits, propagation time delay, amatuit
complexity. This paper implements a high speed QSD
arithmetic logic unit which is capable of carrydraddition,
borrow free subtraction, up-down count and multiply
operations. The QSD addition/subtraction operation
employs a fixed number of min terms for any opersizéd.
The designed high speed Multiplier composed of igart
product generators and adders which is proposd8]iis
implemented. This paper also proposes a new adigorior
converting binary to QSD and QSD back to binary.
In any processor the major units are Control UilitlJ and
Memory read write. Among these units the perforneaofc
any processor majorly depends on the time takerthby
ALU to perform the specified operation. Multipligan is
an important fundamental function in arithmetic Giens.
Multiplication based operations such as Multiplydan
Accumulate (MAC) and inner product are among soine o
the frequently used Computation Intensive Arithmeti
Functions (CIAF) currently implemented in many Dédi
Signal Processing (DSP) applications such as catival,
Fast Fourier Transform (FFT), filtering and in
microprocessors in its arithmetic and logic unifince
multiplication dominates the execution time of m@$P
algorithms, so there is a need of high speed ntieltipThe
demand for high speed processing has been incgeasia
result of expanding computer and signal processing

Page | 1



applications. Higher throughput arithmetic openagicare
important to achieve the desired performance inymaal-
time signal and image processing application. Ohéhe
key arithmetic operations in such applications is
multiplication and the development of fast multplcircuit
has been a subject of

interest over decades. Reducing the time delay @owler
consumption are very essential
applications. This work presents different multpli
architectures. Multiplier based on Vedic Mathensti&one of
the fast and low power multiplier. Digital multiplis are the
most commonly used components in any digital cirdesign.
They are fast, reliable and efficient componentat thre
utilized to implement any operation. Depending upthe
arrangement of the components, there are diffetygrdgs of
multipliers available. Particular multiplier arobdture is
chosen based on the application. In many DSP &lhgosi, the
multiplier lies in the critical delay path and uoitately
determines the performance of algorithm. The speéd
multiplication operation is of great importanceD$P as well
as in general processor. In the past multiplicatwas
implemented generally with a sequence of additotbtraction
and shift operations. There have been many algosith
proposals in literature to perform multiplicatiaach offering
different advantages and having tradeoff in terrhsspeed,
circuit complexity, area and power consumption.
multiplier is a fairly large block of a computingssem. The
amount of circuitry involved is directly proportiahto the
square of its resolution i.e. A multiplier of simebits has n2
gates. For multiplication algorithms performed inSB®
applications latency and throughput are the twoomepncerns
from delay perspective. Latency is the real delffagamputing
a function, a measure of how long the inputs tcewiat are
stable is the final result available on outputs.lthlier is not
only a high delay block but also a major sourcepofver
dissipation. That's why if one also aims to minimipower
consumption, it is of great interest to reducedbkay by using
various delay optimizations. In this thesis workrdhva
tiryakbhyam Sutra is first applied to the binarymher system
and is used to develop digital multiplier architeet This is
shown to be very similar to the popular array nplikr
architecture. This Sutra also shows the effectigenef to
reduce the NxN multiplier structure into an effitie2x2
multiplier structures. Nikhilam Sutra is then dissad and is
shown to be much more efficient in the multiplicatiof large
numbers as it reduces the multiplication of twagéanumbers
to that of two smaller ones. The proposed multgtlan
algorithm is then illustrated to show its compuwiaél

requirements for yman

The

efficiency by taking an example of reducing a 4x4-b
multiplication to a single 2x2-bit multiplicatiorperation. This
work presents a systematic design methodology dst &nd
area efficient digit multiplier based on Vedic mamatics.
The Multiplier Architecture is based on the Verticand
Crosswise algorithm of ancient Indian Vedic The cliomal
verification of the QSD & Vedic design is done gsiKilinx
project navigator and Modelsim simulator. The bébraal
model of the design is done using VHDL — VHSIC Heade
description language.

QUATERNARY SIGNED DIGIT NUMBER

Quaternary digit {0,1,2} represented by 2- bitequivalent in

binary whereas QSD represented ar8-by 2's
compliment notation.
Each number can be represented by-
D ==:E::V,—f_
where xi can be any value of set {3,2,1,0,1,2,3} for

producing appropriate decimal representation. A @&bative
value is the QSD complement of the QSD positivauedle.
3=-3, 2=-2, 1=-1.
It offer the advantage of reduced circuit
complexity both in the term of transistor count and
interconnection.QSD number uses 25% less space BB&n
number and it can be verified by theorem descriaedinder
QSD number save 25% storage compared to BSD: Tegept
a numeric value Nlog4N number of QSD and 3log2Nahjin
bits are required whereas for the samelog2N BShitsdand
2l0g2N binary bits are required in BSD represeatati
Therefore, QSD saves % of the storage used by B8lthe
proposed of the QSD adder is better than RBSD aiddi&rm
of the number of gates , input connection and défenugh
both perform addition within constant time. Progadsiesign
has the advantages of the both parallelism as ageteduced
gates complexity needed.

I. DESIGN ALGORITHM OF QSD ADDER
In QSD number system carry propagation chain aneirgted
which reduce the computation time substantiallyusth
enhancing the speed of the machine [31]. As rarfg@3D
number is from -3 to 3, the addition result of t@8D numbers
varies from -6 to +6 [30]. Table | depicts the autfor all
possible combinations of two numbers. The decimahlmers
in the range of -3 to +3 are represented by oné& Q&D
number. As the decimal number exceeds from loweit di
position to higher digit position QSD number regrm@stion is
used [37]. QSD numbers allow redundancy in the ramb
representations. The same decimal number can beseped
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in more than one QSD representations. So we cheosk
QSD represented number which prevents further irigpbf
carry. To perform carry free addition, the additmfrtwo QSD
numbers can be done in two steps [4]:from this eangore
than one digit of QSD number is required. For thleit@on
result, which is in the range of -6 to +6, two Q3B the two
digit, QSD result the LSB digit the sum bit and M$Rit

represent the carry bit. To prevent this carrytbipropagate:

digits are needed. In the two digits QSD result L& digit
represents the sum bit and the MSB digit represthrgarry
bit. To prevent this carry bit to propagate

Step 1: First step generates an intermediate camg
Intermediate sum from the input QSD digits i.e.ded and
augend.

Step 2: Second step combines intermediate sumrogrdudigit
with the intermediate carry of the lower signifitaimit.
Tablel.The intermediate carry and sum between-6to+6
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TECHNIQUE OF CONVERSION FROM
NUMBER TO QSD NUMBER

1-digit QSD can be represented by one 3-bit birapyivalent
as follows

BINARY

=101
=110
111
000
001
=010

3=011
So to convert n-bit binary data to its equivalerdigjt QSD
data, we have to convert this n-bit binary data iBg-bit
binary data. To achieve the target, we have ta 8m@i3rd, 5th,
7thbit.... i.e. odd bit (from the LSB to MSB) into éportions.
But we cannot split the MSB. If the odd bit is EBmhit is split
into 1 & 0 and if it is O then, it is split into & 0. An example
makes it clear, the splitting technique of a binamymber
(1101101)2is shown below:

3
z
1

0
1
2

rro 1 1ol
' '

110 011 001

So we have to split the binary data ( 1) g- timees éxample,
for conversion of 2-bit quaternary number, the tplj is 1
time; for converting 3-digit quaternary number gmit is 2-
times and so on). In each such splitting one ekitais
generated. So, the required binary bits for conweerso it's
QSD equivalent (n) = (Total numbers of bits geredaafter
divisions) — (extra bit generated due to splitting)
n=3g—{1x(g-1)}
=(2g+1)
So, number of bits of the binary number should bg, 3, 9 etc
for converting it to its equivalent QSD number. Newery 3-
bit can be converted to its equivalent QSD accgrdim the
equation. The following two examples as given belaWhelp
to make the things clear
1. VEDIC INTRODUCTION
As all of us know that the Computation unit is mainit of
any technology, which performs different arithmetjerations
like as addition, subtraction and multiplication.edlso in some
places it performs logical operations also likeaad, or, invert,
x-or etc. which is dominant feature in the digdiaimain based
applications. ALU is the execution unit which dasst only
performs Arithmetic operations but also Logical @ens.
And that's why ALU is called as the heart of Micropessor,
Microcontrollers, and CPUs. No technology can exigthout
those operations which are performed by ALU. Every
technology uses works upon those operations efiigr or
partially which are performed by ALU. The block giam of
ALU is given below, where ALU has been implementad
FPGA tool

FPGA
] IS

I Buffer ||N'cmd| R-or |

Arithmetic Unit Logical Unit

Inputswilches on
FPGA board

Figure 1.1 Block Diagram of ALU Here the input interface to
access ALU module is input switches on FPGA boardj
after processing on the data the result can be fseenLCD
output of FPGA. For multiplication purpose vedicdbva
Triyambakam multiplication scheme has been usedh\i
Triyakbhyam Sutra is a general multiplication fotenu
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applicable to all cases of multiplication. It ligdly means
“Vertically and Crosswise”. To illustrate this miplication
scheme, let us consider the multiplication of twecichal
numbers (32 x 44). The conventional methods alréadyv to
us will require 16 multiplications and 15 additiondn
alternative method of multiplication using Urdhva
Triyakbhyam Sutra is shown in following figure. Thedic
multiplication algorithm for 2 digit decimal numizeis shown
below:-

32N 44 = 1,408

Starting from the right
Multiply vertically
ZXN4=8

DMultiply crosswise
IX4=12 &2 X 4=8
Add them together
IXNAH+ZINA=20

2 Put down O and carry 2

EhHG‘&"“H

Finally multiply vertically
3N 4=12 and add the
Carriedover 2 = 14

Eo]
-

On the b‘asis of this the conventional vedic Mukiphardware
has been designed which is shown below for 4x4UBitng the
same approach N-Bit Multiplier can be introduced.

V. PROPOSED VEDIC ALU MODULE

e ARITHMETIC UNIT INTEGR ATION

| AbbEx =

| suBTrRACTOR

EROTONED N

| SELECT
A

MULTIPLIER

ir1:0]

Here a and b are the two 8 bit inputs of our Arighia Unit.

And other sections of the design are self-explayateor 2-Bit

multiplication Conventional Vedic multiplication lthbware has
been used. As at 2 bit level multiplication we hawé to worry
about the carry propagation path.

a[l] b[1] a[l] b[o] a[0] b[1] a[0] b[0]
al3:2] al1] alo]

Hereinputs are a [1:0] and b[1:0]. and output is q[3:0].

Fig:-Two Bit Vedic Multiplier
Diagram for Unique addition tree structure for rproduct
addition for 4 bit is given in the following:-

After addition these following These following
bits will Pass to resuit. 2 bits will

Po[3] Po[2]| PO[1] PO[0]

P1[3] P1[2] P1[1] P1[0]

P2[3] P2[2] P2[1] P2[0]

P3[3] P3[2] P3[1] P3[0] 1'B0 1’BO

Q[7] Q6] Q5] Q4] Q[ Q2] Q[1] Q[o]

Pass to result as it is.

V. SIMULATION RESULT & ANALYSIS

1. VEDIC ADDER
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4. RTL design of vedic 8 bit subtractor
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5. VEDIC SINGLE DIGIT multiplier
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7.  Simulation waveform of QSD 3 digit adder
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8. RTL Design of QSD 3 digit adder

9. simulation waveform of QSD 3 digit subtractor
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11. Simulation result on QSD single digit multiplier
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12. RTL of QSD single digit multiplier
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Comparison on VEDIC & QSD
S. | Opera | Types AREA Timing
N tion Gate LUT | Slice
0. density s
1 adder QSD 1225 172 91 12.728ns
VEDI 8891 118 66 40.232ns
C
2 Subtra | QSD 1344 190 100 13.183n
ctor VEDI 10231 230 165 42.042ns
C
3 multipl | QSD 126 21 11 11.580ns
ier VEDI 120 20 11 14.196ns
C
VI. CONCLUSION

| have studied more about Quaternary signed digit n
system and VEDIC procedure for implementing ALU..
Vedic concept utilization is increase the speed of
calculation and QSD concept increase the comfort of
calculation so thesis focus on comparison studyQ&D
ALU and VEDIC ALU.

| have implemented both alu on VHDL with the help o
Xilinx tool and simulation with modelsim. It wassted and
verified from previous result. | have mention siatidn
waveform and synthesis result along with screem, $tadso
shown comparison chart between QSD and VEDIC fea ar
and timing delay.

Table was shown the brief result of area and timang |
have conclude that QSD addition and subtractioninigav
less dense area with less timing delay while vaslioo
more efficient. In the meanwhile multiplication Vfedic is

having good result in terms of area while timindpgtas far
occupancy.
Overall QSD is having better response over VEDIC in
arithmetic unit. But we talk about logical partwbuld be
same for both.
Future work
Arithmetic circuit is the backbone of digital systeand
DSP unit. Mostly used element of the applicatiorAldJ
(Addition, subtraction, Multiplication). In this #sis | have
proposed a comparison model for QSD and Vedic atl a
have studied about them.| found the gsd alu habieiger
performance then Vedic as it was shown in tablei6.1
chapter 6. | also have shown result waveform inesam
chapter. This work was done in 3 digit gsd unit8obit
input stream for addition and subtraction. Whiléhdve
focused only single digit multiplication for QSDdNedic.
In future the comparison study can be extent upntve
input and multiplication process can be extent op t
multiple digits And QSD multiplier can be comparghaall
digital multiplier.
This RTL design cab be implement on Nano scale 45nm
TSMC library file and obtain the power performaneith
lower timing delay.
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