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Abstract— In conventional Wireless Mesh Networks (WMN)
is the backbone of interconnected Mesh Routers (MRs). In this
paper hybrid WMN architecture that is able to utilize random
connections to Access Points (APs) of Wireless Local Area
Network (WLAN). In this architecture, capacity enhancement
can be achieved by advantage of the wired connections through
APs. In addition related to the number of MR cells as a
conventional WMN, the analytical results expose that the
asymptotic capacity of a hybrid WMN is also powerfully
affected by the number of cells having AP connections, the
ratio of access link bandwidth to strength of link bandwidth,
etc. Suitable configuration of the network can severely improve
the network capacity in this network architecture. It also shows
that the passage balance among the MRs with AP access is
very important to have a tighter asymptotic capacity bound.
The results and conclusions give good reason for the outlook of
having such a hybrid WMN utilizing widely deployed WLANS.
Keywords— Access points, asymptotic capacity, WLAN,
wireless mesh networks, mesh routers

I.  INTRODUCTION
1.1 Introduction to Wireless Mesh Networks

The capacity of such an ad hoc network with infragtire has
been seen.

Although there has been extensive work on usingh hig
throughput metrics to improve the performance ofeless
networks, work. Previous work primarily focused bigh
throughput by using Adaptive Dynamic Channel altmcaand
Interference and congestion Aware Routing Protdemdtected
wireless multicast was less studied, and existingkviocused
primarily on identifying the attackers. In this WwoChannel
Aware Detection Mechanism is planned to identifye th
attackers and thus given that better performance.

1.2 Structure of Wireless Mesh Network

Fig 1.1 shows a typical WMN infrastructure. In sustworks,

it is potential to provide each infrastructure nadéh multiple
radios, and each radio is able to access multigleogonal
channels, referred as Multi-Radio Multi- Channel
transmissions. The mesh clients are frequentlyofamt cell
phones and other wireless devices while the madier®ahead
the traffic to and from the gateways which may baéd not
connect to the internet. The coverage area sometoaked a
mesh cloud.

Wireless Mesh Networks (WMNs) have become a practiWMNs can provide large coverage area, lower codts o
wireless solution for providing community broadbanternet Packhaul relations, enlarge end-user battery lfied more
access services. These networks show uniquendss thavel importantly provide no Line Of Sight (LOS) connedty

in the wireless environment, and in many ways nsimélar to @mong users not including direct LOS links. Recent
conventional wired networks. In Infrastructure WNMMgcess commercial and academic deployments of WMNs in neald
Points (APs) provide internet access to Mesh Gli¢kiCs) by are beginning to demonstrate some of these adwsitag
forwarding aggregated traffic to Mesh Routers (MR$jowever, a number of challenges continue so th&lfMN
identified as relays, in a multi-hop manner awajtia Mesh Performance in terms of throughput and delays mateh
Gateway (MG) is reached. MGs proceed as bridgeweset Performance of a wired network.

the wireless infrastructure and the Internet. Irtizast group A Wireless mesh network is a special type of weslad-hoc
multicast routing protocols delivers data from seurto network. A WMN often has more planned design, army e
multiple destinations. Several protocols are predoso deployed to provide active and cost successful ectirity

provide multicast services for multi-hop wirelesstworks.

over a certain geographic area. An ad-hoc netwsrioimed
when wireless devices come within communicationgeanf
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each other. The mesh routers may be movable, amdobved The major challenge in a WMN is the capacity degtiach
according to precise demands arising in the netwqukoblem caused by the interference on a single oltipte
Repeatedly the mesh routers are not inadequaterinstof routing paths during multihop broadcast. Even tloube
wealth compared to other nodes in the network. network architecture of any WMN is different from ad hoc

network, the asymptotic capacity bound resulting te

o g i analytical work in is still valid for a WMN backber{3]. Per
<" INTERNET |
}»77*\ MR capacity of a randomly deployed backbone withhad
! " I Wireless Mesh Backbone I \\‘. ! rOUtIng can be glven by
e (— ----------- (LD
VIR ]()g N B

transmission rate between a pair of neighboring MRd NR
denotes the number of MRs. It is obvious that tze sf the
network is largely constrained by requirements ef-lIR
capacity. By optimizing the locations of MRs, peRMapacity
can be improved by a factor @fvlog Ng) Actually, MRs need
not have access to A/C power as energy can beisddpbm
Figl.1 Infrastructure of Wireless Mesh Networks self-equipped solar panels. MRs can even be “daippe
anywhere required. Then, per-MR asymptotic capazity be
said to approachp(W/VNg). By deploying IGWs in the
1.3 Security in Mesh Networks network, the whole WMN forms multiple clusters wierach
The Conventional WLAN security mechanism providduster is led by an IGW and constraints MRs. Reade
standardized method for authentication, accessraloany interested in various cluster construction mettar@ssuggested
encryption between a wireless client and an acpeiss. Since [4]. After IGW clusters are formed, the traffic beten the
more wide area mesh solutions store to retain ctihbiltg MRs in different clusters, i.e., intercluster tiaffare directed
with commercial off-the-shelf WLAN client adaptemsisting to their associated IGWs and utilize the wired mtions
consistent WPA2 mechanisms are commonly retaineg@tween the IGWs. Similar network architecturehis hybrid
However, there are many different types of wirelesssh ad hoc networks, where infrastructures are int@meoted with
architectures, where each of that are used a diffeapproach wired cables and deliver data packets for ad hantd in a
for wireless security. single or multiple hops. The capacity of such an hexdt
Wireless Mesh Network (WMN) is emerging as a prangs Network with infrastructure has been investigatede Do
technology in providing ubiquitous high-speed seevifor random deployment connectivity has a major impacttiee
Mobile Clients (MCs), also called mesh clients. Klesuters performance. Two geometrically close by MCs mayehav
(MRs) play a necessary function in a WMN, whichides very long routing path due to weak network conmtgsti
repair for MCs on one hand; forward data packesswireless Recent results indicate that per-MC capacity unseong
link to adjacent MRs on the other hand. Interreld#Rs form connectivity can achieve(W'/log Ng) where NC denotes the
the strength of character to WMN, where severatigpdRs number of MCs and W’ denotes the total bandwidth.
connecting to the Internet with wired cables aréedanternet Bandwidth W' is shared by all MCs for ad hoc cortiwet or
Gateways (IGWs). By taking advantage of wirelesdtimp the connection to infrastructure with time divisionultiple
forwarding [2], deployment of MRs poses much legscess (TDMA) scheduling. It is noted that MRs, M@sd
constraints as they can be deployed on electriespot house IGWs share the same spectrum with TDMA schedulily [
rooftop. Such deployment enables a WMN to proviule tost which are different from a common two-tier WMN. Thae
metro-scale reporting for MCs’ access. played by MR in is more like a relay that has addal
forwarding function to MC. It has been pointed ou{9] that

Wireless Mesh Clients
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current IEEE 802.11 MAC protocol cannot achieve Tde whole network information at the MRs may lead t
reasonable throughput as the number of hops inesdasfour excessive overhead and may not facilitate easy gesmeant of
or higher. A two-tier WMN illustrated employs dedied the clustering approach. The capacity degradatioyblem
spectrum for the backbone and different spectrumafcess caused by the interference on a single or multiplging paths
link between MR and MC. MCs can use IEEE 802.11lictvhduring multi hop transmission. Even though the mekw
has been widely adopted for Wireless Local Areawseét architecture of any WMN is different from an ad hwstwork,
(WLAN) connection. As different notations used fmckbone the asymptotic capacity bound resulting by thedabivork is
links and access links, MRs can have two types ioéless still valid for a WMN backbone. MRs poses much less
interfaces and use multichannel multi radio [1QI1][ for constraints as they can be deployed on electriespoi house
backbone connections. rooftop. Such deployment achievability enables a MVt
Second, deploying multiple APs in a large coverags leads provide low cost metro-scale coverage for MCs’ ascélhe
to serious inter-WLAN interference and throughputhole WMN forms multiple clusters where each clusseled
degradation [2], [12]. In addition, the Medium AsseControl by an IGW and constraints MRs closer to the IGWades
(MAC) layer of APs cannot support handover for MCattracted in various cluster creation methods. rAftléW
Although many APs can be deployed, it is still fersible to clusters are formed, the traffic between the MRdlifferent
provide seamless coverage in a city by APs withiouge clusters, i.e., inter-cluster traffic, are directedheir associated
investment on cables and it is not efficient forsAi® provide IGWs and utilize the wired connections between HB&Vs.
service directly to MCs. The use of APs in WMN ne¢d be Access Points (APs) limited coverage can only sdppo
explored. relatively small region, like area within a houseanm office.
A higher capacity bound for a WMN with three-tieybinid Extending the coverage by multiple co-deployed Adétpuires
network architecture by exploring random AP conioas, availability of wired cables at the AP locations.

where MR is allowed to connect to the APs in itsezage. The

proposed network architecture is illustrated. Bacid links 1. MAIN CONTRIBUTIONS

use a dedicated spectrum with bandwidth W bps. MR$

IGWs employ multiple orthogonal channels to isolate Proposing novel network architecture a hybrid WNiNs

interference regions. Each MR is equipped with iplgtradios will have a higher capacity than a conventional WMN
that are able to operate on different channelslsimeously. Presence of APs in the exploitation area of cornwvaat
The impact on capacity from APs is related to thployment. WMNs is supposed and access links for the connmestio
MRs and IGWs are pre-deployed by Internet Serviae/iBer to MRs are used. Thus, from the network design yiew
(ISP) at planned locations for constructing a WMatkbone. existing WMN is complete with new elements APs and
In contrast, APs are randomly deployed by users tmed new link type AP-MR link, and translates a two-tier

connection between AP and MR is random. APs cowd b system into a three-tier system.
turned off by the users and new APs could appehetactive. «  Applying analytical model to the proposed network

The network coverage can also be enhanced as MiRgdual architecture:

outdoor coverage while APs have better indoor @yer « Deriving an asymptotic capacity value for MRs an@sv
Knowing that WLANs and WMNs are different networlksir under various conditions.

scheme provides cooperation between WMN and WLANs b

utilizing the residual capacity of WLANs. The focusf V. PROPOSEDSYSTEM

different environment enables two types of netwaksvork 4.1 Traffic Model

together. This three-tier WMN achieves capacityasiement Traffic generated or terminated at MCs can be ditidnto
at near no additional cost as WLANS are alreadyoyepl. It is inter-cluster and intra-cluster traffic. The intduster traffic is
compatible with current wireless network technologgd from the MCs to the destination outside the clusteirom the

facilitates current MCs to explore that. source outside the cluster to the MC in the clustee traffic
in IGW is in-charge of aggregating, inter-clustexffic, routing
Il.  EXISTING SYSTEM in the wired network, protocol discussion.

4.2 Routing and Traffic Balance
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The edges between intersection points denote 4h@ Backbone Ad Hoc Routing

communication links. Packets can send out fromMReto the The backbone capacity of intra-cluster traffic wisld hoc
neighboring MR in the grid, which counts as one-hoputing, i.e., MR to MR traffic, has higher asymjitacapacity
transmission. The location of MRs in the grid canexpressedwith a regular grid deployment. Proposition 1 pd®es the
by two integers: an integer for the x-axis and dtteer one for asymptotic capacity of MRs with grid deployment.

the y-axis. 4.9 Intra-cluster AP Traffic

4.3 Intra-cluster AP Traffic The intra-cluster traffic between two MCs in thengacluster,
The intra-cluster traffic between two MCs in thengacluster, it can also utilize random connections between MRd APs.
it can also utilize random connections between MRd APs. Decreasing the number of hops for the traffic gotogthe
Decreasing the number of hops for the traffic gotogthe Internet reduces the load in the backbone. There@ment is
Internet reduces the load in the backbone. Therer@maent is mainly affected by the number of accessible APs Hrel
mainly affected by the number of accessible APs #ra bandwidth of such random connections.

bandwidth of such random connections. 4.10 Inter-cluster Traffic through IGW

4.4 Inter-cluster AP Traffic Assuming that inter-cluster traffic only transmita the
With random access to APs, the capacity is incabase backbone toward or from the IGW, the per-MR capadt
leveraging the AP’s wired connections. For someewgay bounded by the bandwidth of the IGW.

functions such as authentication and authorizali@ated in 4.11 Inter-cluster AP Traffic

the cluster head (IGW), AP still can forward thaffic to the With random access to APs, the capacity is incrbdse
IGW by the wired connections for management purpose  leveraging the AP’s wired connections. For someeway

4.5 The backbone network functions such as authentication and authorizatbmated in
« The ad hoc MANET-type traffic which exists in th#éhe cluster head (IGW), AP still can forward theffic to the
backbone only among MRs. IGW by the wired connections for management purp8seh

« The second one is the random intra-cluster APi¢taffith mechanism can effectively reduce the number of leopsthe
wireless connection between MR and AP, intra-clusw®lume of the traffic in WMN backbone.
traffic can utilize the wired connection betweemtPs.  4.12 Per-MC Capacity with MR Ad Hoc Routing
« The third is the inter-cluster traffic relayed byRsithrough The bounds for the number of MCs in a cell withfefiént
the IGW. And the fourth one is the random interstéu AP orders of the number of MRs, which is lead to défe per-
traffic, which uses the wired connection betweea AP MC asymptotic capacity in later propositions. Lemiais the
and the IGW. critical transmission for MCs in a unit squaresérves as the
4.6 Per-MR Capacity bound distance between any two MCs in the region.
The backbone network can be divided into four caieg 4.13 Per-MC Capacity with Intra-cluster AP Traffic
according to the types of devices involved. Thstfiype is the A random AP connection, the ratio of the backbom |
ad hoc MANET-type traffic which exists in the backie only Pandwidth to the access link bandwidth is verymesi The
among MRs. The second one is the random intraesiusp traffic via the APs employs the access link. Whitlas not
traffic. With wireless connection between MR and, Aftra- adequate, the benefits from using the random cdiomescwill
cluster traffic can utilize the wired connectiontween two be restricted. Raise in the number of AP-MRs cagistgo
APs. The third is the inter-cluster traffic relayéy MRs increase the traffic through the APs. The competent
through the IGW. And the fourth one is the randamesi- implementing a large number of APs depends verymure

cluster AP traffic, which uses the wired connectimtween the the strategies of traffic load balancing. Our tcatbalance is
AP and the IGW based on MCs rather than MR cells. The traffic frih® same

4.7 Routing and Traffic Balance MR cell may go to different AP-MRs by considerirtg ttraffic
The routing and traffic balance scheme used inyaimaj a load on the AP-MRs.
WMN, we use a 2D grid-based WMN. The connectivitgmhs

of the MRs are denoted by dots at the intersectiBhe edges V. HARDWARE SPECIFICATION
between intersection points denote the communicaiitks. PROCESSOR : PENTIUM IV 2.8MHz
Packets can send out from one MR to the adjacentiiMiRe RAM 256 MB SD RAM

grid. MONITOR : 15" COLOR
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Fig 7.1 represents the comparison ofexisting and proposed
query latency

Energy Consumption
xgraph

HARD DISK 140 GB
FLOPPY DRIVE :1.44 MB
CDDRIVE : LG 52X DVD RAM
KEYBOARD : STANDARD 102 KEYS
MOUSE :3BUTTONS

VI. SOFTWARE SPECIFICATION

OPERATING SYSTEM
SCRIPTING LANGUAGE
PROTOCOL DEVELOPED

VII.

: RED HAT LINUX

:NS2.34
C++

RESULTS AND DISCUSSION

7.1. Input Design

Parameters Value
Total No of Nodes 54
Transmission Range 150 m
Packet Size 512 Bytes
Mac Type IEEE 802.11
Routing Protocol AODV
Traffic Model CBR
Initial Energy 100 J/Battery
Sleeping Power 0.01W
Transmitting Power 15W
Receiving Power 15W
Idle Power 1.02wW
Area 1000x1000K
Queue Priority Queue
7.2. Simulation Result
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Fig 7.2 represents the comparison of existing and proposed
energy consumption

Backbone Comparison
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Fig 7.3 represents the backbone comparison of existing and

VIIL.

proposed system.

CONCLUSION

This paper concludes that derived asymptotic cépaof
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hybrid WMN design with random connections to APfieT
access link bandwidth very much affects the capawihich is
dissimilar from a usual WMN. To some point, theioadf
access link to backbone link bandwidth is seriduscrease
the capacity bottleneck and magnify the power ofMRs.
The results show that the capacity improvementdogss APS
within the exposure of MRs is important which arfiplihe

Page | 61



International Journal of Advanced Engineering Research and Science (IJAERS) [Vol-1, Issue-7, Dec.- 2014]
ISSN: 2349-6495

number of AP-MRs and the bandwidth ratio. The depelent [11]M.Kodialam and T. Nandagopal, “Characterising the

is at the very low cost by using currently existimggworks and CapacityRegion in Multi-Radio Multi-Channel Wiretes
it is also feasible for those networks to take fieoéa WMN. Mesh Networks,”Proc. ACM MobiCom, 2005.

It is noted that the access to the APs are randtomay have [12]D.P. Agrawal and Q. Zeng, Introduction to Wirelessl
depressing impact on WLANS’ presentation when tHeAWSs’ MobileSystems. Thomson Brooks/Cole, 2003.

traffics are serious. The future work will be catiing traffic
among MRs and WLANS.
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