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Abstract—Marquardt optimization method is used with the 
cosine modulation to design the two channel Quadrature 
mirror filter bank (QMFB). A low pass FIR filter is 
designed using the above method and then the other filters 
for the QMF is designed using this low pass prototype filter. 
Objective function that has to be minimized in this paper is 
an equation formed by summing the pass-band error, stop-
band residual energy, square error of the filter bank at Π/2 
and reconstruction ripple. As compared to the existing 
method the proposed algorithm gives better performance in 
terms of number of iteration required and the total 
computation time used by CPU. 
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I. INTRODUCTION 
QMF banks has a very wide range of applications such as in 
sub-band coding of speech and image signals [1–6], speech 
and image compression [7,8], trans-multiplexers [9–11], 
equalization of wireless communication channels [12], 
source coding for audio and video signals [13], design of 
wavelet bases [14], sub-band acoustic echo cancellation 
[15], and discrete multi-tone modulation systems [16]. 
The most frequently used filter bank among all the M-band 
filter banks is cosine-modulated filter bank (CMFB) 
because the designing is easy and more realizable than that 
of any other filter banks [3, 6]. In CMFB all the filters are 
cosine modulated version of a low-pass prototype filter. So 
the design of whole filter bank reduces to the design of a 
single prototype filter. Implementation of CMFB consists of 
one prototype and a discrete cosine transform (DCT). Near 
perfect reconstruction (NPR) finite impulse response (FIR) 
CMFB avoids computation of large matrix sets. There are 
two types of CMFB one is with perfect reconstruction [7] 
and the other is pseudo-QMF [8]. Unlike PR filter banks, in 
pseudo-QMF aliasing is canceled approximately and the 
distortion is approximately a delay [3, 6] and the 
approximation improves with the filter order. It could be 
also called a special case of perfect reconstruction QMF 
bank. 
It is found in many signals that their energy is dominantly 
concentrated in a particular region of frequency. To save the 
bandwidth in such signals, signal can be compressed and 
decimated. But simple way of compression affects the 

quality of the signal. So Quadrature Mirror Filter (QMF) 
comes as a solution to this problem as it saves the 
bandwidth and increases efficiency without compromising 
the quality of the signal. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1: Basic structure of two channel QMF 
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Fig.2:  Frequency response of the filter 
Figure.1. shows the typical two channel QMF bank and 
figure.2. shows the frequency response of this filter. This 
filter splits the signal into two sub-bands using high-pass 
and low-pass filters H1(Z) and H0(Z) respectively. These 
signals are decimated, coded and transmitted on the 
transmitter side. These signals are decoded, interpolated and 
then finally passed though the filters to recombine the 
signals. The reconstructed signal is not exact replica of the 
transmitted signal, it suffers from three types of distortions: 
amplitude distortion (AMD), phase distortion (PHD) and 
aliasing distortion (ALD). 
Most of the researchers stresses on the elimination or 
minimization of these distortions to obtain the perfect 
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reconstruction (PR) or near perfect reconstruction (NPR) 
system [4]. 
Aliasing can be cancelled completely by choosing the 
appropriate synthesis filters with respect to the analysis 
filter phase distortion can be eliminated by using the linear 
phase FIR filters [5-6]. Amplitude distortion can be reduced 
using computer aided techniques [7]. 
Most of the researchers stresses on the elimination or 
minimization of these distortions to obtain the perfect 
reconstruction (PR) or near perfect reconstruction (NPR) 
system [8]. 
 

II.  ANALYSIS OF QMFB 
General equation for the two channels QMF is given as 
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The second term in the above equation represents the alias 
component in the output. 
Alias component X(-Z) can be removed by choosing the 
synthesis filter such that to make the second term zero such 
as 

( ) ( )ZHZG −= 10  and ( ) ( )ZHZG −−= 01          (2) 

After removing the alias component from the equation (1) 
overall transfer function is given by 
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Y(n) suffers from amplitude distortion (AMD)( if |T(Z)| is 
not constant for all value of ω,) and it would suffer from 
phase distortion (PHD)( if T(Z) doesn’t has linear phase). 
So to eliminate AMD |T(Z)| should be all pass and to 
eliminate PHD T(Z) should be linear phase. 
When all the filters involved are linear-phase filters transfer 
function of the QMF T(Z) would behave like linear phase 
filter that would remove the phase distortion in the QMF. 
The relation of analysis and synthesis to each other is given 
as [9-10] 
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Using equation (3) and (4), we get 
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So it’s clear from the equation (5) now to get the linear-
phase transfer function we need to have linear-phase low-
pass linear phase filter. 
One of the most frequently used filter bank among all the 
M-band filter banks is cosine-modulated filter bank 
(CMFB) because the designing is easier and more realizable 
than that of other filter banks [11-12].  

It is one of the efficient techniques which provide minimum 
computational cost for the design of filter banks. In CMFB 
all the filters are cosine modulated version of a low-pass 
prototype filter. In this technique all the analysis filters and 
synthesis filters are simultaneously generated by the low-
pass prototype filter. So the design of whole filter bank 
reduces to the design of a single prototype filter [13-18]. 
Implementation of CMFB consists of one prototype and 
discrete cosines transform (DCT). 
All of these filters can be designed using either the near 
perfect reconstruction (NPR) or perfect reconstruction (PR) 
[19]. Many prominent authors has been studied the cosine 
modulated filter banks with PR and NPR conditions and 
find that NPR type is more realizable, computationally 
efficient and more simple in comparison to the PR [14],[ 
20-22]. 
 

III.  DESIGN USING PROPOSED ALGORITHM 
Cosine modulated-QMF bank is designed in two steps, in 
first step a low pass prototype filter is designed selecting 
appropriate objective function and applying suitable 
optimization method. In the second step cosine modulation 
is applied and all other filters are obtained using the low 
pass prototype filter. Here objective function used in this 
paper is an equation that is combination of pass-band error, 
stop-band residual energy, square error of the filter bank 
transfer function and reconstruction ripple denoted by Ep, 
Es, Et and rr respectively. 
Objective function Bi is given as 
Bi=y+t+v+n;                                                                  (6) 
Where, y= L*Ep, t=j*Es, v=k*Et and n=g*rr 
Where L, j, k and g are constants. 
Pass-band error is expressed as 

i
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Es is stop-band residual energy of the prototype filter which 
is given by 

T
iis bpbE ** 1=                                                       (9) 
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Et is the square error of the prototype filter given as 

( )( )2
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T
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Where 

( )( ) ( )( ) ( )[ ]TNNc 2/cos....12/1cos2/1cos ωωω −−−=    (12) 

 d=c evaluated at � = �/2, Hr1 is the amplitude function 
and Hr1=(1/2)1/2Hr0. 
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Where Hrω=bi*c 

rr is the reconstruction ripple of the prototype filter 
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Objective function defined by the equation (6) is optimized 
using Marquardt optimization method. 
 
Cosine modulated filter bank 
After designing the low-pass filter all filters of analysis and 
synthesis sections are obtained by cosine modulation of the 

prototype filter using the following relations.
( )( ) ( )( )( ) ( )nhnkaimagnkarealnkH *2*1**2),( +=    (14) 

Where n1 and n2 is given as
))*4/()1*2(*)1*2(*cos(1 nbandsnkpin −−=                                                                                      

(15)
))*4/()1*2(*)1*2(*sin(2 nbandsnkpin −−=                                                                      

(16) 
Where ‘nbands’ is equals to the number of sub-bands in the 
Quadrature mirror filter. 

There are two main advantages of cosine modulated filter 
banks are, first one is the cost of whole analysis filters 
reduces to the cost of one prototype filter plus the cost of 
modulating and second one is we need not optimize so 
many parameters. The number of parameters need to be 
optimize becomes fewer. 
 

IV.  OPTIMIZATION ALGORITHM 
Here we are optimizing the objective function using 
Marquardt optimization method. If bt is the minimum value 
at the tth step then bt+1 at t+1th step can be calculated by 
using Marquardt optimization method as follows 

[ ] tttt Jbb φ∇−= −
+

1
1                                              (17) 

where  

,IaHJ ttt +=
                                                       (18) 

Where tφ∇
 
is the gradient of the objective function, Ht is 

the Hessian matrix, at is a tth stage iteration constant and I is 
N/2 x N/2 identity matrix. 
where  

( )DH t βφ += 2
                                                     (19) 

where β  is a constant and 
T

ddD
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Steps for optimization 
 
(1)  Set initial values of α, e1, a >1, b <1, and N. 

(2) Set initial design vector 

( ) ( ) ( ) ( )[ ]TNhhhhh 12/......210 00000 −=  such that 

energy is unit remains within a specified tolerance, i.e., 
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2
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 (3) Set the iteration number t= 0, and bt = 2ht. 
(4) Compute ∇фt using Eq. (12) at the design vector bt . 
(5) Compute the Hessian matrix H using Eq. (19) and the 
matrix Jt using Eq. (18). 
(6) Compute the new or improved approximation 

         
[ ] tttt Jbb φ∇−= −

+
1

1    
(7) Compute the value of  u, at the point bt+1, and if value is 
not satisfied then choose the optimum point as bt , stop the 
procedure and go to step (10). 
(8) If the condition  is satisfied at the point bt+1, compute the 

objective function фt+1 at the point bt+1. If tt φφ ≥+1  , 

choose the optimum point as bt , stop the procedure and go 

to step (10). If 1+tφ <ф, set 1+= tt φφ  and bt = bt+1. 

(9) Set the new iteration number as t = t +1, a = a ×b and 
go to step (3). 
(10) Compute h0 = (1/2)bt and stop the procedure. 
 

V. RESULT AND DISCUSSION 
A new two channel Quadrature mirror filter with a new 
objective function is designed and compared with the 
previous one. Here we see that performance of filter with 
new objective function is even better in terms of CPU time 
and number of iteration required in the optimization. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                   
 
 
 

Fig. 3: Gain of the analysis filter 
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Fig. 2. Reconstruction error graph of the filter 

 
 

 
 
 
 
 
 
 

Fig. 4: Reconstruction error graph of the filter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5: Amplitude distortion graph of the filter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6: Insertion loss graph of filter 

Table 1Performance parameter of the designed QMFB 
Filter 
order 

Bands CPU time NOI 

20 2 0.109082 34 

32 2 0.012186 18 

40 2 0.008717 15 

60 2 0.007720 10 

 
REFERENCES 

[1] R. E. Crochiere, “Sub-band coding,” The Bell System 
Technical Journal, vol. 60, no. 7, pp. 1633–1653, 1981. 

[2] R. Bregovic and T. Saramaki, “A general-purpose 
optimization approach for designing two-channel fir 
filterbanks,” IEEE Transactions on Signal Processing, vol. 
51, no. 7, pp. 1783–1791, 2003 

[3] P. P. Vaidyanathan, “Multirate Systems and Filter Banks”, 
Prentice Hall, Englewood Cliffs, NJ, USA, 1993. 

[4] R. Bregovic and T. Saramaki, “Two-channel FIR 
filterbanks-a tutorial review and new results,” in 
Proceedings of the 2nd  International Workshop on 
Transforms Filter banks, vol. 4, pp. 507–558, Brandenburg, 
Germany, 1999. 

[5] Jorg Kliewer, ”On the Relationship between Pseudo-QMF 
Designs and Perfect-Reconstruction Solutions for Modulated 
Filter Banks”, IEEE . 52 (9) (2004) 2661–2664 

[6] J. H. Nussbaumer and M. Vetterli, “Pseudo quadrature 
mirror filters,” in Proceeding Conference DSP Florence 81, 
pp. 8-12 (1981). 

[7] T. A. Ramstad, “Cosine modulated analysis-synthesis filter 
banks with critical sampling and perfect reconstruction,” in 
Proc. IEEE Int. Con$ Acoust., Speech Signal Processing, 
Toronto, Canada, May 1991, pp. 1789-1792. 

[8] R. V. Cox, ‘The design of uniformly and nonuniformly 
spaced pseudo QMF,” IEEE Trans. Acoust., Speech Signal 
Processing, vol. ASSP-34, pp. 1090-1096, Oct. 1986 

[9] Rothweiler, J. H., Polyphase quadrature filters—A new 
subband coding technique. In Proc. Of International 
Conference on ASSP’83, Boston, Vol. 41, 1983, pp. 1280–
1283. 

[10] P. L. Chu, “ Quadrature mirror filter design for an arbitrary 
number of equal bandwidth channels ,” IEEE transaction on 
acoustic, speech, signal processing, vol. ASSP 33, no. 1, pp. 
203-218, 1985. 

[11] J. Kliewer, “On the relationship between pseudo-QMF 
design and perfect-econstruction solutions for modulated 
filter banks”, IEEE, 7803-5700, 1999. 

[12] T. Q. Nguyen, “Near perfect reconstruction pseudo QMF, 
“ IEEE transaction on signal processing,” vol. 42, no.1, 
pp.65-76, 1994. 

[13] C. D. Creusere, and S. K. Mitra, “A simple method for 
designing high quality prototype filters for M-band pseudo 
QMF banks,” IEEE Transactions on Signal Processing,” 
vol. 43, pp. 1005-1007, 1995. 



International Journal of Advanced Engineering Research and Science (IJAERS)                                       Vol-2, Issue-12 , Dec- 2015] 

ISSN: 2349-6495 

www.ijaers.com                                                                                                                                                                                      Page | 56  

  

 

[14] R.K. Soni, A. Jain and R. Saxena, “ Design of NPR-Type 
Cosine Modulated Filterbank Using Combinational Window 
Functions”, IJCNSS. 2010, 3, 934-942. 

[15] T.Q. Nguyen, “Near-perfect-reconstruction pseudo-QMF 
banks”, IEEE, 1053-587X, 1994. 

[16] A. Kumar, G.K. Singh and R.S. Anand, “An improved 
method for designing prototype filter for M-band pseudo 
QMF banks”, ICCET, 2009. 

[17] J.Kliewer and A. Mertins, “Design of paraunitary 
oversampled cosine modulated filter banks”, IEEE Trans. 
Acoust., Speech Signal Processing, 2073-2076, 1997. 

[18] Y-P. Lin and P. P. Vaidyanathan, “Linear phase cosine 
modulated maximally decimated filter banks with perfect 
reconstruction”, IEEE Transaction on signal processing, 
1053-567X, 1995. 

[19] R.D.Koilpillai and P.P. Vaidyanathan, “A spectral 
factorization approach to pseudo-QMF design”,  IEEE,2000. 

[20] J.Princen, “The design of nonuniform modulated 
filterbanks”, IEEE, 1053-587X, 1995. 

[21] F.Cruz-Roldan, P.Amo-Lopez, P.Martin-Martin and 
F.Lopez-Ferreras, “Alternating analysis and synthesis filters: 
A new pseudo-QMF bank”, Academic press, 329-345, 2001. 

[22] Shaheen and Dinesh K. Dhaka, “Design of cosine modulated 
filter bank using unconstrained optimization technique”, 
International journal of science and research, 2319-7046, 
2015. 


