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Abstract— This paper presents Simulated Annealing (SA)
algorithm for optimization inspired by the proceef
annealing in thermodynamics for the determinatibthe
global or near global optimum dispatch solution.eTh
proposed approach is found to provide optimal resul
while working with the load balance constraint ati
operating limit constraints of the generators.
Transmissionlossesare incorporated in the algorithm
through the usef the B matrix loss formula. In order to
prove the robustness of the algorithm it is inggtd on
two different standard test cases consisting afi8and 6

unit test systems. The proposed method has been

compared with other existing relevant approachd li
Artificial Bee Colony(ABC) algorithm, Genetic Algghim
(GA), Particle Swarm Optimization(PSO) and alsohwit
classical optimization technique i.e., lambda itera
method. Experimental results support to justify
superiority of the approach over other reported
techniques in terms of fast convergence, robustards
most significantly its optimal search behavior.
Keywords—Thermodynamics, Simulated Annealing,
Economic load dispatch, B matrix, Algorithms.

l. INTRODUCTION
Economic operation is very important for a powesteyn
to get profits on the capital invested. Operational
economics involving power generation and deliveay ¢
be sub divided into two parts: minimization of powe
production cost, called economic load dispatch and
minimization of transmission losses. Thus in gehera
Economic dispatch is the method of determiningrituest
efficient, lowcost and reliable operation of a power
system by dispatching the available electricityagation
resources to supply the load on the system. Thaagpyi
objective of economic dispatch is to minimize tlo¢ak
cost of generation while respecting the operational
constraints of the available generation resources.
Various classical optimization techniques were uged
solve the ELD problem, for example: lambda itemratio
approach, gradient method, linear programming ntketho

and Newton’s method (Woodctt all996). Lambda
iteration method, the most common one has beeneappl
to solve ELD problems. But for its effective
implementation, the formulations have to be cordirsu
Linear programming methods is fast and reliable that
main weakness is they are associated with the \isee
linear cost approximation (Par&t al1993). Dynamic
programming (DP) method is one of the approaches to
solve the non-linear and discontinuous ED probleat,it
suffers from the problem of “curse of dimensiondlior
local optimality.

In recent times, different heuristic approachesehagen
proved to be effective with promising performantkese
include genetic algorithm (GA), particle swarm
optimization (PSO), Artificial Bee Colony (ABC) and
Simulated Annealing (SA) are some of the, thosechvhi
have been successfully applied to solve the ELDblpro.

A genetic algorithm (GA) is a search heuristic that
mimics the process of natural evolution. Genetic
algorithms belong to the larger class of evolutigna
algorithms (EA). The GA procedure is based on the
principle of survival of the fittest. The algorithm
identifies the individuals with the optimizing fites
values, and those with lower fithess will naturagjgt
discarded from the population. But there is no alieo
assurance that a genetic algorithm will find a glob
optimum. Also the genetic algorithm cannot assure
constant optimization response times. These unfatéu
genetic algorithm properties limit the genetic aitjons
use in optimization problems.

Particle Swarm Optimization (PSO) is motivated by
social behaviour of organisms such as bird flockamgl
fish schooling. The PSO is an optimization tool,ickh
provides a population-based search procedure. A PSO
system combines local search methods with glotzathe
methods, but no guaranteed convergence even to loca
minimum. It has the problems of dependency ondhiti
point and parameters, difficulty in finding theiptonal
design parameters, and the stochastic charaatesisthe
final outputs.
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Simulated Annealing (SA) has been proved to be
effective and quite robust in solving the optimiaat
problems. SA can provide near global solutions ezd
also handle effectively the discrete control vaeab SA
does not stick into local optima because SA begiitls
many initial points and search for the most optimimm
parallel. SA considers only the pay-off informatiof
objective function regardless whether it is diffeéiable

or continuous. Consequently, the most realistict cos
characteristic of power plants can be formulated.

This paper present SA approach for optimizationtiesen
used to get to the bottom of economic load dispatch
problems. Simulated Annealing (SA) is a stochastic
optimization technique which is based on the preads
annealing in Thermodynamics proposed by Kirkpatrick
[10]. Mathematical model of simulated annealing
describes how the molecules of liquidated metal enov
freely with respect to each other and by graduadigling
(thermodynamic process of annealing) thermal miybili
are lost. The atoms start to get arranged andlyifi@am
crystals, having the minimum energy which depends o
the cooling rate. The proposed method is foundive g
optimal results while working with constraints ihet
ELD.

This paper provides a brief explanation and mattieaia
formulation of ELD problems in Section 2. The caopice
of Simulated Annealing (SA) is discussed in Section
Section 4 provides the implementation process ef th
algorithm used in the test system. The parameténge
for the test system to evaluate the performancgfoénd
the simulation studies are discussed in Sectidfirally,
Section 6 presents the conclusions.

I. ECONOMIC LOAD DISPATCH PROBLEM
FORMULATION

In a power system, the unit commitment problem has
various sub-problems varying from linear prograngmin
problems to complex non-linear problems. The camser
problem, i.e., Economic Load Dispatch (ELD) problesm
one of the different non-linear programming sub-
problems of unit commitment. The ELD problem is atbo
minimizing the fuel cost of generating units fos@ecific
period of operation so as to accomplish optimal
generation dispatch among operating units and turme
satisfying the system load demand considering geoer
operational constraints. The objective function
corresponding to the production cost can be appratad
to be a quadratic function of the active power atgp
from the generating units. Symbolically, it is repented
as

N
Minimize Fr =) F(Py) 1)
i=1

Where D F (P;) =Y a +h PR +GP,, i=1,2..N

2
is the expression for cost function corresponding't
generating unit and,a&y and ¢ are its cost coefficients; P
is the real power output (MW) of"i generator
corresponding to time period t. NG is the number of
online generating units to be dispatched. This taimed
ELD problem is subjected to a variety of constmint
depending upon assumptions and practical implinatio
These include power balance constraints to take int
account; these constraints are discussed as under
Constraint 1: Generation capacity constraint
For normal system operations, real power outpugauh
generator is restricted by lower and upper boursls a
follows:

F)Gni]in <PF < PGni]aX 3)

Constraint 2: Power balance constraint

The total power generation must cover the total atain
Po and the real power loss in transmission lingsTis
relation can be expressed as:

P =P, +R 4)

Here a reduction is applied to model transmissassés
as a function of the generators output through krtoss
coefficients. The Kron's loss formula can be expegsas

follows:
P = zz Ps

P =) > PyB/P;+> B,P;+B, i=12..N
j=1,2....N
®)

where B, B, By are the transmission network power
loss B-coefficients, which are assumed to be cotssand
reasonable accuracy can be achieved when the actual
operating conditions are close to the base caseevthe
B-coefficients were derived. In the summary, the
objective of economic power dispatch optimizatisrta
minimize K subject to the constraints (3) and (4).

M. SIMULATED ANNEALING
Simulated Annealing (SA) algorithm is a nature iregp
method which is adapted from process of gradualirgo
of metal in nature. In the metallurgical annealgrgcess,
a solid is melted at high temperature until all ecolles
can move about freely and then a cooling process is
performed until thermal mobility is lost. The peafe
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crystal is the one in which all atoms are arrangea low
level pattern, so crystal reaches the minimum enétds
basically a stochastic optimization technique whish
based on the principles of statistical engineerihbe
search for global minima of a multidimensional ftioo
is quite a complex problem especially when a bigber
of local minima correspond to the respective fuomti
The main purpose of the optimization is to prevent
hemming about to local minima. The originality bétSA
method lies in the application of a mechanism that
guarantees the avoidance of local minima. Followtag
introduction from [8], simulated annealing is mainl
applied to large-scale combinatorial optimization
problems.

a. The Process of Annealing in Thermodynamics:
At high temperature, the metal is in liquid stagdée
molecules of liquidated metal move freely with respto
each other, via gradual cooling (thermodynamic essc
of annealing) thermal mobility is lost. The atontarsto
get arranged and finally form crystals, having the
minimum energy which depends on the cooling rdte. |
the temperature is reduced at a very fast rate, the
crystalline state transforms to an amorphous siracta
meta-stable state that corresponds to a local mimiraf
energy [9]. Annealing process of metal influences S
algorithm. If the system is at a thermal balanaegioen
temperatureT, then the probabilityP(s) that it has a
configurationdepends on the energy of the corresponding
configuration E(s) and is subject to the Boltzmann
distribution

g EO/KT

Where, k is the Boltzmann constant and the suiy
includes all possible stat®8. Metropolises [11] were the
first to suggest a method for calculating a distiifin of a
system of elementary particles (molecules) at tieenbal
balance state. Let the system has a configurgtievhich
corresponds to enerdy(g). When one of the molecules
of the system is displaced from its starting positia new
states occurs which corresponds to eneiffy). The new
configuration is compared with the old oneE[f)< E(g),
then the new state is acceptede($)>E(g), then the new
state is accepted with probability :

e (E(@)-E(9)

P (s) = (6)

kT ()
Where k is the Boltzmann constant.

Table 1: Connection between Thermodynamic and
Combinatorial Optimization

Combinatorial
Optimization

Thermodynamics
simulation

System state Feasible solutions

Energy Cost

Change of state Neighboring solution

(%)

Temperature Control parameter

Frozen state Heuristic solution

The basic step of the simulated annealing algorittm
presented with the following Pseudo-code.

» Get the initial solution “S”.

» Get the initial Temp T>0

» While not yet frozen
(a)perform the following loop L times
*peak the random neighbour, S’ of S
*let A=cost(S’)-cost(S)

*If 4<0 ,set S'=S

*If 4>0, set S=S’ with probabilit)e_A/T

(b)set T= T (reduce Temperature) Return S

3.2 Elements in Simulated Annealing:
For the successful application of the SA algoritisnthe

annealing schedule is vital, which refers to foantcol
parameters that directly influence its convergeftoean
optimized solution) and consequently its efficierj&y.
The parameters are the following:

a) Initial Temperature

b) Final Temperature

¢) Temperature Decrement

d) Iterations at each Temperature
a) Initial Temperature:
The starting temperature must be set to a big énoug
value, in order to make possible a big probabibiy
acceptance for non-optimized solutions during tinst f
stages of the algorithm’s application. However,the
value of the starting temperature gets too big, SA
algorithm becomes non-effective because of its slow
convergence and in general, the optimization pces
degenerates to a random walk. On the contraryhef t
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starting temperature is low then there is a greater
probability of achieving local minima. There is no
particular method for finding the proper starting
temperature that deals with the entire range oblpros.
Various methods for finding the appropriate startin
temperature have been developed [12] suggestsdklyju
raise the temperature of the system initially upthe
point where a certain percentage of the worst mwistis
acceptable and after that point, a gradual decremén
temperature is proposed.

b) Final Temperature:

During the application of the SA algorithm it isamon

to let the temperature fall to zero degrees. Howef/éhe
decrement of the temperature becomes exponential, S
algorithm can be executed for much longer timealyn
the stopping criteria can either be a suitable low
temperature or the point when the system is “frbzn
current temperature.

¢) Temperature Decrement :

Since the starting and final temperatures have been
defined, it is necessary to find the way of traositfrom

the starting to the final temperature. The way loé t
temperature decrement is very important for thecess

of the algorithm [13] suggested the following way t
decrement the temperature:

T(t) = d log(t) (8)

Whered is a positive constant.
An alternative is the geometric relation:

T(t)=a.t 9)
Where parametea, is a constant near 1. In effect, its
typical values range between 0.8 and 0.99.

d) Iterations at each Temperature:

For increased efficiency of the algorithm, the nembf
iterations is very important. Using a certain numbé
iterations for each temperature is the proper ssluf14]
suggests the realization of only one, iteration éach
temperature, while the temperature decrement shakil
place at a really slow pace that can be expressed a

TO= Vg (10)

Where S takes a very low value.
SA Algorithm Implementation of ELD Problems :

Step 1:Initialization of temperaturel , parametes. and

maximum. Find randomly, an initial feasible solutio
which is assigned as the current solutrand perform
ELD in order to calculate the total cot,., with the

preconditions (4) and (6) fulfilled.

Step 2:Set the iteration counter te=1

Step 3 Find a neighboring solutio§ through a random
perturbation of the counter one and calculate v total
cost,Feost

Step 4:If the new solution is better, we accept it, ifgt
worse, we calculate the deviation of co$8=Sj-Si and
generate a random number uniformly distributed over
QU(o, 1).

¢ et >Q0(0)

Accept the new solutio§ to replaces.
Step 5:If the stopping criterion is not satisfied, reduce
temperature using parameter

11)

T (t) =a.t and return back to Step 2.

\A CASE STUDIES

The efficiency of the proposed algorithm for sotyin
Economic Load Dispatch (ELD) problem has been teste
on two different power generating units — the & and
IEEE 6 unit system including the transmission les3ée
performances of these algorithms are evaluated and
compared with classical Lambda Iteration MethodV{)I
and other meta-heuristics available in literatufidne
algorithms are implemented in MATLAB R2009b
platform on i5 processor, 2.53 GHz, 4 GB RAM perdon
computer.

The key parameters of algorithm are Initial tempems
Final temperature, Cool Sched) @nd maximum number
of generations which is used here as a stoppiterierito
choose the best suitable values of key parameténs.
setup of SA approach is listed below in Table IlI.

A. Test System |: 3 UNIT SYSTEM

In order to demonstrate the effectiveness of the SA
algorithm, the ELD benchmark consisting of three
generator units [10] is selected. The details @f ftost
coefficients and generating limits for each ung given

in Table |1 and hourly load distribution over 24 hou
horizon is given in Table Il respectively. The
Transmission Loss Coefficient Matrix for calculatin
power loss of 3 Unit test system are obtained ffbdh.

Table | : Generating unit's capacity and Coeffitig

Unit PGimm PGimm 3 bi (o]
(MW) | (MW) | ($) | (SIMW) | ($IMW?)
1 100 | 220 | 176.9| 135 0.1
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one temperature.

2 10 100 | 129.9| 32.6 0.1

3 10 20 137.4| 17.6 0.1
Transmission Loss Coefficient Matrix

0.000014 0.000017 0.000015
Bij =] 0.000017 0.000060 0.000013
0.000015 0.00003 0.000065
B, =[0]
8,=0 0 0
Table 1l: Hourly Load

Hour R (MW) Hour R (MW)
1 175.19 13 242.18
2 165.15 14 243.60
3 158.67 15 248.86
4 154.73 16 255.79
5 155.06 17 256
6 160.48 18 246.74
7 173.39 19 245.97
8 177.60 20 237.31
9 186.81 21 237.32
10 206.96 22 232.67
11 228.61 23 195.93
12 236.10 24 195.60

Table 1ll: Parameters of SA used to implement ELD

Parameters of SA Notations Used| Values
1. | Initial temperature Tinit 10dC
2. | Final temperature minT le-10C
3. | Cool Shed 0.8% coolf) 0.8%
4. | maximum number max_try 1000

of tries
Maximum number
5. | of successes within max_success | 50

Simulation results for test system I:

With the best values of Tinit = 106,= 0.8 and
minT = le-10obtained from Table Ill, the SA algorithm
was run for different values of demand ranging 2dr
hours. For each demand, 50 independent trials 1000
iterations pettrial have been performed. The individual
generator powers, minimum fuel cost, total power
generated, power loss and the computational time
required to obtain the simulation results are shawn
Table V.

Comparative Analysis :

The results of the proposed SA for 6bus 3unit systee
compared with other reported approaches such as PSO
GA and ABC. The economic dispatch obtained through
the LI method was also used for comparison andhall
results are shown in Table VI. The minimum costtfor
demand for 24hour horizon compared to all othetslew
the proposed SA produced a cost of $161708.02,
promisingly optimal and consistent. The power loss
during the optimal dispatch was 81.4528MW relativel
less than all other meta-heuristic algorithms

B. Test System II: IEEE 6UNIT SYSTEM:

The IEEE six unit test system has been adoffterh
[38], in which the fuel cost coefficients, and power limits
are known. The specifications of the system for six
generator test system are detailedable 1V and hourly
load distribution over 24 hour horizon is givenTiable I
respectively. The Transmission Loss Coefficient fitat
for calculating power loss of 6 Unit test systenm dze
obtained from standard IEEE datdhe various SA
parameters used to implement ELD problem for 6unit
generating system is similar to that of the thra# test
system except for the dimension which is variecedam

the size of the problem. Notations of the paranseterd
the range of values are givenTiable IlI.

Transmission Loss Coefficient Matrix
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[ 1.7
12
0.7
-01
-05

|- 02

Bij = 1*8_05

12
14
0.9
0.1
- 06
-01

0.7

0.9

31
0

-10
-06

-01 -05 -02]
10 -06 -01
0 -10 -06
24 -06 -08
-06 129 -02
-08 -02 150 |

B, = 1*¢%[-3.908 -1.297 7.047 0.591 2.161 -6.635]

Boo = [0056]

Table 1V: Generating unit's capacity and Coeffitie

Unit min pmax a h G
e ¢ @) | M) | SmMw?)
(MW) | (MW)
1 100 | 500 | 240 7.00 | 0.0070
2 50 200 200f 10.0 0.0095
3 80 300 220 8.5 0.0090
4 50 | 150 | 200] 11.0 | 0.0090
5 50 | 200 | 220| 10.50 | 0.0080
6 50 120 190, 12.0 0.0075

Simulation results for test system Il:

With the best values of Tinit = 10@,= 0.8 and minT =

255.79| 4.7033 163.8§ 76.1 20 8818|79

256 | 4.7101 163.99 76.72 20 882901
246.74| 4.4133 159.38 7147 20 8382{98
24597 4.3891 159.0/ 71.36 2D 8346/32
237.35| 4.1237 154.71 66.16 20 7940|51
237.31| 4.122| 15469 ©66.74 2D 793865
232.67| 3.9824 152.39 64.27 20 7723|67
195.93| 2.973| 134.13 4477 20 6106.1
195.60| 2.9647 13397 4460 20 6092|125

Total cost of Production=$161708.02
Total Power Loss = 81.4528MW

Comparative Analysis:

The results of the proposed SA for 6unit test systee
compared with other reported approaches such as PSO
GA and ABC. The economic dispatch obtained through
the LI method was also used for comparison andhall
results are shown in Table VIIl. The minimum cost f
the demand for 24hour horizon compared to all ather
while the proposed SA produced a cost of
319473.4224%/hr, promisingly optimal and consistent
The power loss during the optimal dispatch was
233.3689MW relatively less than all other meta-stiar
algorithms.

Table VI: Comparison of results for 3 UNIT System

le-10 from Table Il the SA algorithm was run for
different values of demand ranging for 24 hourg. &ach
demand, 50 independent trials with 1000 iteratipes
trial have been performed. The individual generator
powers, minimum fuel cost, total power generatedyqr
loss and the simulation results are shown in Teltle

Table V: Simulation results for 3 Unit Test Sgste

Po P Pe1 Ps2 Pe3 Fr
175.19| 2.476 123.84 33.83 20 525882
165.15| 2.254 118.85 2854 20 486521
158.67| 2.117§ 115.64 25.14 20 4617|65
154.73| 2.037 113.69 23.08 20 4469]12
155.06| 2.043§ 113.85 23.25 20 4481}49
160.48| 2.1552 116.54 26.09 20 4686{45
173.39| 2.4354 12295 32.88 20 5187(52
177.60| 2.5311 125.04 35.1 20 5354)85
186.81| 2.748 129.61 39.95 20 5727(71
206.96| 3.2587 139.61 50.61 20 6574.0
228.61| 3.8629 150.37 62.11 20 7537|54
236.10| 4.0854 154.09 66.09 20 7882|36
242.18| 4.2711] 157.11 69.34 20 8166|87
243.60| 4.31517 157.82 70.09 20 8233|192
248.86| 4.4803 160.44 72.9 20 848424

METHOD TOTAL LOSS | TOTAL COST
LI 121.6972 163472.92
GA 82.4528 161718.62
PSO 83.2822 161920.37
SA 81.4528 161708.02
ABC 82.1764 161715.5

Table VII: Simulation results for 6 Unit Test Syste

Hour R P =

1 1293 13.1278 15859.506
2 1253 12.2331 15307.41
3 1240 11.9945| 15132.0543
4 1223 11.6872| 14903.5351
5 1202 11.3148| 14622.4852
6 1190 11.1057| 14462.4993
7 1175 10.848 14263.1443
8 1160 10.5946| 14064.4858
9 1145 10.3453| 13866.5234
10 1130 10.1002| 13669.2565
11 1119 9.9231 13525.0357
12 1102 9.6537 13302.8836
13 1095 9.5444 13211.6682
14 1080 9.3132 13016.7153
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15 1065 9.0861 12822.4553
16 1050 8.8633 12628.8878
17 1035 8.6361 12436.0259
18 1020 8.4026 12243.9743
19 1009 8.2339 12103.6647
20 999 8.0823 11976.4983
21 985 7.8731 11799.0852
22 970 7.6527 11609.8018
23 955 7.4363 11421.3474
24 940 7.2239 11233.7216

Total cost of Production=319473.4224 $
Total Power Loss = 233.3629 MW

Table VIII: Comparison of results for 6 UNIT System

METHOD TOTAL LOSS | TOTAL COST
LI 237.4495 319565.79
GA 234.1986 319553.21
PSO 235.5858 320135.86
SA 233.3629 319473.4224
ABC 234.0993 319496.21
V. CONCLUSION

The problem of generating optimal maintenance
schedules of generating units for the purpose of
maximizing economic benefits and improving reliable
operation of a power system, satisfying system tcaimés

is solved in this paper using SA algorithm. An aggprate
planning and scheduling of available generatingtsuni
may save millions of dollars per year in productmost.
The feasibility of the proposed method for solviagD
problems is verified by using 3 and 6 generatot tes
systems. Also different algorithms like ABC, GA, ®S
and classical lambda iteration method are testedaut

of the test system and their results are comparigd w
proposed algorithm (SA). From the result, it isacléhat
the proposed algorithm has the ability to find thedter
quality solution and has better convergence
characteristics, computational efficiency and |€&8U
time per iteration when compared to other methath s
as ABC, GA, PSO. ltis evident from the comparisioat
the SA based optimization with different demandsl an
constraints provide a competitive performance imgeof
optimal solution. Therefore, SA algorithm with aptim
combination of parameters like cool shed, maximmn t
and initial temperature i.e., SA based optimizatisra
promising alternative approach for solving compkch
problems in power system.
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