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Abstract— Recognition is a very effective area of research
in regard of security with the involvement of biometric
analysis, human computer interface and digital image
processing. Humans inherently use faces to recognize
individuals and similarly gestures are used in non-verbal
communication to efficiently and effectively express
I. INTRODUCTION

Gesture detection is the process of finding andaetihg
features within images or videos and hence Diditege
Processing will be the dominating tool to implemént
practically. This area itself is a branch of acidl
intelligence (Al) whose objective is to emulate fam
intelligence. The area of image analysis is in leewvimage
processing and computer vision.
As a digital image is composed of a finite numbér o
elements, each of which has a particular locatiwh\alue,
these elements are called picture elements orspaad the
field dealing with the processing of digital imadssmeans
of digital computer is Digital Image Processing.
Digital image processing stems from two principal
application areas
1. Improvement of pictorial

interpretation.
2. Processing of image data for storage, transmissid,

representation for autonomous machine perception.
Various traditional input devices are available for
interaction with computer, such as keyboard, moasel
joystick as well as touch screen; yet these are not
considered natural interface.
To develop human hand gesture recognition systeinhwh
must be able to recognize a few hand gesture asage
format and then after processing, launches theicgpian
associated with the gesture respectively, regasdibe
person hand sizes and other external causes. Hestdres
have been widely used in the deaf community asthr
communication media called sign language. [7] Natur
Human Computer Interaction (HCI) is the demand of
today’s world. Survey and Sign language study shihas
from various gesture communications modality, tlch

information for human

thoughts. So, in order to migrate the natural means of
communication by gesture into computer can setup a good
move in making systems more interactive.

Keywords: Artificial Intelligence (Al), Gesture, Human
Computer I nteraction (HCI).

gesture is the most easy and natural way of congatiaon.
This paper organized as follows:

II. COLOR SPACES
RGB: RGB is a color space originated from CRT (or
similar) display applications, when it was conveni¢o
describe color as a combination of three colores (aed,
green and blue). It is one of the most widely usetbr
spaces for processing and storing of digital imagéa.
However, high correlation between channels, sigaift
perceptual non-uniformity, mixing of chrominancedan
luminance data makes RGB not a very favorable ehfuic
color analysis and color-based recognition algorgh[2]
Normalized RGB: Normalized RGB is a representation,
which is easily obtained from the RGB values byirapte
normalization procedure:

R G
r= g=
R+G+B R+G+H
_ B
R+G+H

HSI, HSV, HSL - Hue Saturation Intensity (Value,
Lightness)

Hue-saturation based color spaces were introdudeehw
there was a need for the user to specify color gurtms
numerically. They describe color with intuitive uak,
based on the artist’s idea of tint, saturation tomke. Hue
defines the dominant color (such as red, greeml@wand
yellow) of an area; saturation measures the cdloefs of
an area in proportion to its brightness. The “istbfi,
“lightness” or “value” is related to the color lungince. The
intuitiveness of the color space components andicixp
discrimination between luminance and chrominance
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properties made these color spaces popular in trkswon
skin color segmentation [3] [2]
LiR-G) + (R—E7)

H= arcosh_. [ :jl;..—l.'r:.: +[R-B(G-B1)
_ in (BGE
S= 1-5%cs
V= I(R+G+B)(R-G) + (R-B))

YCDbCr: It is an encoded nonlinear RGB signal, commonly
used by European television studios and for image
compression work. Color is represented by luma ¢
luminance), constructed as a weighted sum of théd RG
values, and two color difference values Cr and i@l are
formed by subtracting luma from RGB red and blue
components.
Y =0.299R + 0.587G + 0.114B

Cr=R-Y

Cb=B-Y
The transformation simplicity and explicit sepawatiof
luminance and chrominance components makes thar col
space attractive for skin color modeling.

Ill.  SKIN MODELING

The goal of skin color modeling is to build a démisrule
that will discriminate between skin and non-skixets.
This is usually accomplished by introducing a negtwihich
measures distance (in general sense) of the potet to
skin tone. The type of this metric is defined by tbkin
color modeling method.
Parametric skin distribution modeling: The most popular
histogram-based non-parametric skin models requireh
storage space and their performance directly dependhe
representativeness of the training images set.rneee for
more compact skin model representation for certain
applications along with ability to generalize anterpolate
the training data stimulates the development o&upatric
skin distribution models. [3]
Non-Parametric skin distribution modeling: The key
idea of these skin modeling methods is to estinskia
color distribution from the training data withoutrizing an
explicit model of the skin color. The result of seemethods
sometimes is referred to as construction of SkbRipility
Map. [3]

IV. LITERATURE REVIEW
Hand gestures have been widely used in the deaf
community as the major communication media caligd s

language. [7] Natural Human Computer Interactio€(Hs

the demand of today’s world. Survey and Sign laggua

study shows that from various gesture communication

modality, the hand gesture is the most easy andalavay

of communication. Gesture-based interaction wastlyir

proposed by M. W. Krueger as a new form of human

computer interaction in the middle of the sevenieaseger,

1991. Real-time vision-based hand gesture recagniis

considered to be more and more feasible for Human-

Computer Interaction. In Real-time Vision based ¢Han

Gesture recognition system, hand tracking and setatien

are most important and challenging steps towardsuge

recognition. [8]

The keyboard and mouse are currently the mainfaues

between man and computer. In other areas where 3D

information is required, such as computer gamesotics

and design, other mechanical devices such as -tmdliés,

joysticks and data-gloves are used. Humans comraignic
mainly by vision and sound, therefore, a man-maehin
interface would be more intuitive if it made greatse of
vision and audio recognition. Another advantagthét the
user not only can communicate from a distance, ne@d
have no physical contact with the computer. However
unlike audio commands, a visual system would be
preferable in noisy environments or in situationbeve
sound would cause a disturbance. The visual systersen
was the recognition of hand gestures. The amount of
computation required to process hand gestures ishmu
greater than that of the mechanical devices.

A general problem in computer vision is building
robust systems, where higher-level modules canratde
inaccuracies and ambiguous results from lower-level
modules. This problem arises naturally in the odnte
gesture recognition: existing recognition methogsdally
require as input, either the location of the geéstuhands or
the start and end frame of each gesture. Requsirahp
input to be available is often unrealistic, thusking it
difficult to deploy gesture recognition systemsriany real-
world scenarios. [9]

We organize the discussion into the following main

components based on the general view of a gesture

recognition system as [10]:

» Gesture Modeling: The approach used for modeling
plays a pivotal role in the nature and performaate
gesture interpretation.

* Gesture Analysis: The goal is to estimate the
parameters of the gesture model using measurements
from the video frames or static images of a human
operator engaged in HCI. An analysis stage is tised
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binary and then parameters as pixel intensities &
quantity helps in forming base for feature exti@cti
followed by cropping and standardization.

compute the model parameters from the image feature
that are extracted from single or multiple videpun
streams.

» Gesture Recognition: Here, the parameters are
classified and are interpreted in the light of the
accepted model and perhaps the rules imposed by som
grammar.

» Gesture-Based Systems and Applications: CD Player
Control Panel, Computer Game Control, Robot
manipulator control, and Hand sign recognition are
some of the realistic systems using hand gesture
recognition.

After having a view point on the domain the major
problems which are faced in developing such system
are as:

* Involvement of other factors with the input handage
i.e. additional objects in background, lightning
conditions etc.

» Efficiency of algorithm depends on hardware i.e.
camera quality.

« It is difficult to formulate an effective recognigj and
matching package.

» Efficiency of algorithm also depends on the distanc
between acquisition device and human hand used for
gesture.

! \ ! Database
Foiad -

\d
18

Open associated
application

4) Recognition and Matching: By this step we codelthe
exact gesture and by applying suitable matching
technique results the recognition of gesture based
database images. For efficient matching algorithen w
can implement neural networks, skeleton matching,
chain coding, or can define algorithm which is ddpa
of fetching best match for the input one.

Here basically we applied the matching/recognition
phase on the basis of presence of number of white
pixels which are of the binary image obtained from
image segmentation operation on input image. Then
this magnitude of number of pixels is matched with
those previously stored images in database.

As the match is found out then user is suppliedh wit
all in between processed images along with the
execution of application associated with gestures.

5) Gesture based interaction: Finally after obtainthe
suitable match with respect to the gesture, astescia
the gesture with the assigned functionality i.e.
launching the application.

V. WORKING METHODOLOGY

The image processing pipeline used for hand gesture

recognition system involved following:

1) Hand image acquisition: The picture is takerchgnera,
digitized and prepared for further processing. dlt i
usually done with the help of frame grabber. A feam
grabber can be described as a GUI or interfacetwhic
allows user to take snapshots by initializing the
camera hardware and trigger manually for taking
snaps.

2) Hand image segmentation: In this step those iar¢iae
image which represents the skin part of hand are

L

Hand image

acquisition

Hand image

segmentation
L

Feature
extraction

Recogmnition and
Mstching
L

separated from the background by applying different
approaches using different color models. Using
different color models helps in comparing the
efficiency of segmentation on basis of models
respectively.

3) Feature extraction: Aim of this step is to dersmallest
possible amount of features out of the segmentad ha
region, in order to differentiate the different yess.

As in this we use output of previous step and for
effective utilization, result image is convertedoin

VI. WORKING OF SYSTEM
A gesture recognition system is one which is capatil
perceiving gesture by a means and then makes sensyo
act accordingly. So, here introducing a system twhidll
recognize the gesture on the basis of image arner aft
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processing on image the associated applicatiordsuted.
The image on which processing is being carried isut
static part of human hand gesture in the form ghalis by
fingers.

The following steps are being carried out:

« Firstly the image is being capture/acquired vifte help
of webcam or external acquisition device, the ctoili
applied is the background must be uniform.

» Then after the image is processed and the huraad is
being separated out from the background i.e. settien
is done.

» Then in order to match the supplied gesture Wit in
the database certain features are to be extractedHere
we are concerned about the number of white pixeltha
outcome from the previous step we get a binary anag

* S0, on the basis of number of white pixels theigaar
gesture is recognized to that of images presetdiabase.
* As soon as the gesture is recognized the asedciat
application is being executed.

Gesture found ornot

VII. CONCLUSION

The objectives and goal of this project are acldeve
successfully. We successfully implemented the image
segmentation and recognition part in MATLAB. Whéhne
images are static and provides interface which geru
friendly. And the most important thing is that thds no
extra hardware to perform all these tasks.

But taking the dynamic environment in mind thisjpob is

not enough robust and safe to guarantee resule Mer
only considered limited set of gestures but if \&ket into
account more number of gestures then we can teilit
more commands and the system will become more
interactive.

As the system can serve in vital ways so the systeoold

not involve any other external part/hardware except
computer system equipped with webcam. This helps in
keeping the cost minimum and everyone able to bie t
application also able to own.
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