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Abstract— In recent year, mining data streams decision
trees became one of the most popular tools fomtireng
data streams. The Hoeffding tree algorithm was guitgd

in this paper. To decide the best attribute to tsghie
considered node is a key point of the building sleai tree.
Many researchers work on this problem and presést t
methods which are used to solve this problem. iBey aire
incorrect. Such as Hoeffding tree algorithm is ifiestl
mathematically incorrectly and McDiarmid tree algbm
which is very time consuming. To overcome this lerab
this paper projected a new method which has solid
mathematical basis and gives better performance tie
McDiarmid tree algorithm. The selection of bestihtite in
the considered node with the help of finite datengie is
similar as it would be in the case of the entir¢adstream
with the high probability set by the user is makueesy the
this method.

In the data mining community mining data streamobee
an extremely demanding task researcher by C. Agglaiv
Bifet, R. Kirkby, W. Fan, Y. Huang, H. Wang, M.Mb&r

A. Zaslavsky, B. Pfahringer, Aggarwal et al. (2010jith
the high rate data elements are incessantly entanetthe
data stream. That's why it has infinite size. Alsre the
concept drift is found which the concept of dateolned in
time is. Due to the concept drift in data streathe data
mining algorithm cannot apply directly. This paper
describes the one of the data mining technique that
classification task (Bifet, 2009). Labeling the lassified
data and learning and learning from the trainingtaaet.

This literature projected a classification methadasltitude
for the static data neural networks by Rutkowskiakt
(2004), decision trees by Breiman et al. (1993) d&nad
nearest neighbors Murty et al. (2011). This papeut on
the decision trees based classifier which is the ohthe
most effective. Decision tree contained nodes, divas and
leaves which are used to take the decision. Tremg lme
either binary were nodes are split into the twoldtgn
nodes or nonbinary were nodes have many childrethas
number of elements of set. The nodes which are not
terminal nodes (end nodes) are accompanied by some

attribute. The parent nodes and children nodes are
connected to each other through the branches.drbthary
case some sub set of number of elements of skbdatad
to the each branch. If the attribute takes nomwelles at
that time only the non binary trees makes senseomtnue
the process of tree growth the training set is dd into
subsets on the basis of attribute values allocdatedhe
branches and it is propel towards the equivalentdcen
nodes. It is also used to allocate a class to thelassified
data elements. Selecting the best attribute tot dpie
consider node is the key point of building the sied tree.
In the majority of the projected algorithm, the esgtlon is
based on some contamination gauge of the dataTéet.
impurity of the data set before the split and wegh
impurity of the resulting subsets are calculated dt the
probable dividers of the node. Split measure fumcis the
difference of these values. Considered node igmasdi by
the best attribute which is nothing but an attrbbwhich
gives the highest value of this function. Impunityasure is
taken as information entropy in the ID3 algorithhe
matching split-measure function is also called asrapy
reduction or the information gain. The ID3 algorith
supports the attributes with big domain of probatédues
in the case of non-binary trees. It is the mairadisantage
of the ID3 algorithm. This problem is solved byngsC4.5
algorithm (J.R. Quinlan, 1993). To introduce thglits
information function, which penalizes the attrilaitevith
large domains is the major thought. In the C4.50atipm,
the split measure function is projected as a ratfothe
information gain and the split information. The #mer
impurity measure worth consideration is Gini indekich
is used in the CART algorithm by Breiman et al.9@)9
which is used to develop a binary trees. Due teithtan be
applicable to the nominal attribute values datavwasd! as to
the numerical data.

But this algorithm is appropriate for Stadata sets
and cannot apply directly to the data stream anquieed
important modification. Data streams have infiniseze
that’'s why the best attribute in each node esthblient is
the leading problem. By referring the two papersicivh
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constitute the “state of the art” in this subjest the main
and original result of this paper can be summarihede.
Based on the McDiarmid’'s inequality (C. McDiarmid,
1989), Rutkowski et al. (2013) projected a methadthe
considered node needs very large amount of dataexies
for the selection the best attribute.

Based on the multivariate delta method, the oneemor
method is projected by Jin et al. (2003). Though itdea
was promising, the result was wrong and not appiaiprto
the problem of building decision trees for dateeams. To
determine the best attribute in a node which engte
highest value of the split-measure function with
significantly high probability is done by statisticmethod

is projected in this paper. The properties of tharmal
distribution and Taylor's theorem (L. Wasserman020
are also used in this method (O. Kardaun, 2005).

l. LITERATURE REVIEW
Pattern Optimization for Novel Class in MCM for &m
Data Classification paper explains that the clasgibn of
stream data is someway hard. Existing data stream
classification techniques presume that total numobér
classes in the stream is fixed. Therefore, instnce
belonging to a novel class are misclassified byetkisting
techniques. Because data streams have endlessh,lengt
conventional multi pass learning algorithms are swotable
as they would require infinite storage and trainiimge.
Concept-drift occurs in the stream when the fundaaie
concept of the data changes over time. Thus,
classification model must be updated continuouslyhat it
reflects the most recent concept.
An Adaptive Ensemble Classifier for Mining Concept-
Drifting Data Streams paper discuss that traditichata
mining techniques cannot be directly applied to teal-
time data streaming environment. Existing mining
classifiers therefore require to be updated fretiyeto
adopt the changes in data streams. In this pageaddress
this matter and propose an adaptive ensemble agpifoa
classification and novel class detection in conckjiting
data streams. The planned approach uses traditioinaig
classifiers and updates the ensemble model autcatigtso
that it represents the most current concepts ia saeams.
For novel class detection we consider the thouggit data
points belonging to the same class should be closeach
other and should be far apart from the data pdietsnging
to other classes. If a data point is well separédtech the

the

existing data clusters, it is identified as a noetdss
instance.

Classification and Novel Class Detection in Coneept
Drifting Data Streams under Time Constraints magting
data stream classification techniques ignore ogeifgiant
feature of stream data: influx of a novel class. &ddress
this subject and suggest a data stream classificati
technique that integrates a novel class detectiechamism
into traditional classifiers, enabling automatidedtion of
novel classes before the true labels of the nova$sc
instances arrive. Novel class detection problemobnes
more challenging in the presence of concept-dsiften the
fundamental data distributions evolve in streamsrber to
decide whether an instance belongs to a novel ,cthss
classification model sometimes wants to stay forartest
instances to discover similarities among thoseaimsts.

A New Classification Algorithm for Data Stream ofjed

a Associative classification (AC) which is based on
association rules has exposed great promise overy ma
other classification techniques on static datddeanwhile,
new challenges have been future in that the incrgdame

of data streams arising in a wide range of advanced
application. This paper describes and evaluatesew n
associative classification algorithm for data stneaAC-DS,
which is based on the opinion mechanism of the y.oss
Counting (LC) and landmark window model. And AC-DS
was applied to mining several datasets obtaineoh fiioe
UCI Machine Learning Repository which is effectisad
efficient.

Integrating Novel Class Detection with Classifioatifor
Concept-Drifting Data Streams proposed a novel and
efficient technique that can automatically detette t
appearance of a novel class in the presence ofpbulcift

by quantifying cohesion among unlabeled test ircan
and separation of the test instances from traiimstances.
Our approach is non-parametric, meaning; it does no
suppose any underlying distributions of data. Caispas
with the state-of-the-art stream classificationhtéques
prove the superiority of this approach.

A Nearest-Neighbor Approach to Estimating Divergenc
between Continuous Random Vectors is a method for
divergence  estimation between multidimensional
distributions based on nearest neighbor distances i
proposed. Given i.i.d. samples, both the bias amel t
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variance of this estimator are established to gisap as
sample sizes go to infinity. In experiments on high
dimensional data, the nearest neighbor approachllysu
show faster convergence compared to previous #hgosi
based on partitioning.

In A Framework for On-Demand Classification of Exiab
Data Streams projected an on-demand classificatiocess
which can dynamically select the suitable windowpaft
training data to build the classifier. The expetieresults
point to that the system maintains high classificat
correctness in a developing data stream, whileigitoy an
efficient solution to the classification job.

Accurate Decision Trees for Mining High Speed Data
Streams paper study the problem of building aceurat
decision tree models from data streams. Data steam
incremental tasks that require incremental, onlare] any-
time learning algorithms. One of the most succéssfu
algorithms for mining data streams is VFDT.

In CVFDT ALGORITHM FOR MINING OF DATA
STREAMS, system implementation is based on theseci
tree of CVFDT Algorithm to address the inequalities
projected in stream mining. The planned work alsesuthe
network data streams to examine the attacks ugilitgjrey
attribute with gain values. The builder tree canubed for
classification of new observation. It gives better
performance than the Hoeffding trees.

Forest Trees for On-line Data paper presents aidybr
adaptive system for induction of forest of treesnfrdata
streams. The Ultra Fast Forest Tree system (UFE®ni
incremental algorithm, with steady time for dispesitn
each example, works online, and uses the Hoeffdmgd

to decide when to install a splitting test in & leading to a
decision node.

Accurate Decision Trees for Mining High-speed Data
Streams paper study the problem of building aceurat
decision tree models from data streams. Data steam
incremental tasks that require incremental, onlare] any-
time learning algorithms.

The rise and fall of redundancy in decoherence and
quantum Darwinism inspects circumstances wantedher
formation of branching states and studies theimiteation
through many-body interactions. They demonstratat th
even forced dynamics can suppress redundancy to the
values typical of random states on relaxation toaks,

and show that these in the
thermodynamic limit.

Data mining and knowledge detection in database® ha
been attracting a important quantity of investigate
manufacturing, and media attention of late. Whadlighe
enthusiasm about? This article provides an impoassif
this emerging field, descriptive how data miningdan
knowledge discovery in databases are related lwotath
other and to related fields, such as machine legrni
statistics, and databases. The article mentionsicplar
real-world applications, specific data-mining teiclues,
challenges involved in real-world applications of
knowledge discovery, and current and future regearc
directions in the field.

Adaptive Mining Techniques for Data Streams using
Algorithm Output Granularity is a resource-awar@rapch
that is adaptable to available memory, time comgsaand
data stream rate. The approach is generic andcapj#i to
clustering, classification and counting frequenenis
mining techniques.

Knowledge Fusion for Probabilistic Generative Ciffeas
with Data Mining Applications says that if knowlezlguch
as classification rules is extracted from sampl&ada a
distributed way, it may be necessary to combineguse
these rules. In a conventional approach this wiypdally

be done either by combining the classifiers’ owgetg., in
form of a classifier ensemble) or by combining #ets of
classification rules (e.g., by weighting them iridially).

In this paper, introduce a new way of fusing clss at
the level of parameters of classification rules.isTh
technique is based on the use of probabilistic rgeive
classifiers using multinomial distributions for egbrical
input dimensions and multivariate normal distribog for
the continuous ones.

Compact Tree for Associative Classification of D&teeam
Mining proposes a new scheme called Prefix Streaee T
(PST) for associative classification. This helpscompact
storage of data streams. This PSTree is genematedingle
scan. This tree efficiently discovers the exactodgiatterns
from data streams using sliding window.

The CART Decision Tree for Mining Data Streams
proposes a new algorithm, which is based on thenuamty
known CART algorithm. The most important task in
constructing decision trees for data streams @etermine

results hold precisely
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the best attribute to make a split in the considerade. To
solve this problem they apply the Gaussian appration.
The presented algorithm allows obtaining high aacyrof
classification, with a short processing time. Thaimresult
of this paper is the theorem showing that the b#sbute
computed in considered node according to the daila
data sample is the same, with some high probabdiythe
attribute derived from the whole data stream.

Decision Tree Evolution Using Limited Number of ledéd
Data Items from Drifting Data Streams proposes @& ne
concept of demand-driven active data mining. Inivact
mining, the loss of the model is either continugugliessed
without using any true class labels or estimateldervever
necessary, from a small humber of instances whotela
class labels are verified by paying an affordaloist.cWhen
the estimated loss is more than a tolerable thtdsthioe
model evolves by using a small number of instaneitls
verified true class labels.

An Intelligent Association Rule Mining Model for
Multidimensional Data Representation and Modeliaggr
presents a new algorithm called Fuzzy-T ARM (FTA) t
classify the breast cancer dataset. In this woRkiVAs used
for reducing the search space of the Multidimeraion
breast cancer dataset and Fuzzy logic is usedfelligent
classification. The dimension of input feature spds
reduced the instances from one third by using ARTde
FTA has applied to the Wisconsin breast cancersdat®
evaluate the overall system performance. This rekea
demonstrated that the ARM can be used for reduttieg
dimension of feature space and the proposed maoebe
used to obtain fast automatic diagnostic systemsfioer
cancer diseases.

A Density-Based Algorithm for Discovering Clusteirs
Large Spatial Databases with Noise present the new
clustering algorithm DBSCAN relying on a densitysbd
notion of clusters which is designed to discoverstdrs of
arbitrary shape. DBSCAN requires only one input
parameter and support the user in determining and
appropriate value for it.

On Reducing Classifier Granularity in Mining Contep
Drifting Data Streams show that reducing model glaarity
will reduce model update cost. Indeed, models ot fi
granularity enable us to efficiently pinpoint local
components in the model that are exaggerated by the

concept drift. It also enables us to derive new ponents
that can easily integrate with the model to reftbet current
data distribution, thus avoiding expensive updatesa
global scale.

On Demand Classification of Data Streams projeaed
model for data stream classification sights thea dditeam
classification problem from the point of view ofdgnamic
approach in which concurrent training and testitrgasns
are used for dynamic classification of data selss Todel
reflects real life circumstances effectively, sinde is
desirable to classify test streams in real timeroae
evolving training and test stream.

Data Clustering: A Review paper discuss that Crusgeis
the unsupervised classification of patterns (olmémws,
data items, or feature vectors) into groups (chs¥teThe
clustering problem has been addressed in many xisnte
and by researchers in many disciplines; this r&flats
broad appeal and usefulness as one of the steps in
investigative data analysis.

Classification and Novel Class Detection in Datee&ns
with Active Mining present ActMiner, which addresses four
major challenges to data stream classification, elgm
infinite length, concept-drift, concept- evolutiommnd
limited labeled data.

Decision trees for mining data streams based on the
McDiarmid’s bound exposed that the Hoeffding's
inequality is not suitable to solve the underlyjmgpblem.
And also prove two theorems presenting the McDidtsni
bound for both the information gain, used in ID§althm,
and for Gini index, used in CART algorithm. Theuks of
the paper assurance that a decision tree learnisigrs,
practical to data streams and based on the McDdigsmi
bound, has the property that its output is nealgntical to
that of a conventional learncr.

Ubiquitous Data Mining (UDM) is the procedure of
performing analysis of data on mobile, embedded and
ubiquitous devices. It represents the next gerweraif data
mining systems that will support the intelligentdatime-
critical information requirements of mobile usersdawill
facilitate “anytime, anywhere” data mining. The erlgling
focus of UDM systems is to perform computationally
intensive mining techniques in mobile environmehtd are
forced by limited computational resources and \vagyi
network characteristics.
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I. ID3 ALGORITHM

The background of our projected is provided by b8
algorithm. 1t is firstly developed to produce bipdarees
though it can be easily transformed to the binamgyden
Here we focus on the binary case though this metizod
adapt to nonbinary trees also. This algorithm andgtiwith
single node that is root node. Exacting subsetetitaining
data set is procedure in each created node throtighe
learning process. The node is tagged as a leathensplit is
not made if the all elements of the set are of gimeilar
class or select the best attribute to split amortbst
obtainable attributes in the considered node. Téte o$
attribute values of some subset’)(As divided into two
disjoint subsets A and Az (A" = A\ UAR) for every
obtainable attribute. The divider is symbolized iaddal
only by A''. The complementary subseg As automatically
determined by selection of A In the ID3 algorithm split-
measure function used as a maximizes informatiom igaa
difference between the entropy and the weightedopnt
The maximizes value of the information gain is stdd
from the all likely partition of the set. For thebset of the
training data set, the partition information garalso called
the optimal partition of number of element setsltised to
generate subset and this value called as an infammgain
of subset for attribute. One of the highest valuds
information gain is selected from the obtainabtalaites in
the node. The node split into two children nodeenetthe
index of nodes created in the entire tree. Th@¥athg two
circumstances happened if the considered nodetisptib.
They are all elements from the subset are fromstree
class. And only one element is present in the dibt
available attributes in the node. The problem ef¢bncept
drift is used as a part of the CVFDT algorithm byttén et
al. (2001) in this paper. It also replaces the [fthefd’s
bound which is used incorrectly in the CVFDT al¢jumi.
The thought of CVFDT algorithm published initiallyy
Domingo’s and Hulten in 2001 is correct, thoughsthe
authors incorrectly used the Hoeffding’s bound it
paper.

. C4.5 Algorithm

algorithm that accounts for unavailable valuesegsant
attribute value ranges, pruning of decision tremde
derivation, and so on. It is also refer as a dtasiks
classifier. In non binary case the ID3 algorithmdies the
attributes with large domain of possible values.manage
up with this problem C4.5 algorithm is used. In 1Bé.5
algorithm the ratio of the information gain and thglit
information is projected as the split measure fiamctlt has
few base cases suchléall the samples in the list belong to
the same class then it just creates a leaf nodethier
decision tree proverb to select that class. C4eates a
decision node higher up the tree using the predietealue
of the class if not any of the features provide any
information gain. C4.5 again creates a decisiorertugher
up the tree using the predictable value if Instawde
previously-unseen class encountered.

V. RELATED WORK
It is extremely tricky to adapt the ID3 algorithmm any
decision trees based on algorithm to data streahe T
equivalent subsets of training data set incessantltyvate
due to this cause it is tricky to approximation trues of
split-measure function in each node. On the bdsisfinite
training data set hypothetically the informatioringaalues
is intended in the data stream case. But it is Bajide
that's why these values predictable from the olatalie data
sample in the considered node. Due to this only witme
possibility, one can make a decision which attebist the
most excellent. Here this paper converse the fdartefto
solve this problem.
“Hoeffdings trees” is the result of the P. Domingow G.
Hulten work result for the data mining streams.wis
resulting from the Hoeffding’s bound (W. Hoeffding,
1963), which states that with probability-B the accurate
mean of a random variable of range does not vam fthe
predictable mean. To solve the difficulty of seilegtthe
attribute according to which the split should bedma
Hoeffding's bound is not a sufficient tool. It iscarrect tool
only for numerical data, which does not of necgdsitve to
be met become aware of by the Rutkowski et.al (R0DiTe
split measures like information gain and Gini indewxm is
the second problem. Both measures are uses theeriem

C4.5is an algorithm wused to produce a decision
tree developed by Ross Quinlan. It is the extensiolD3

frequency and cannot be expressed as a sum of mkeme
One more method for finding the best attribute was
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projected in the work by Agrawal et al. (2003). One

exacting node will be considered for the expedieoicihe
following text situation. Hence, the node index dl Wwe
absent in all notations introduced before. To make
decision is there attribute gives higher valuendéiimation
gain than other attribute, based on distributitwe, suitable
statistical test projected by the authors. Multiztr delta
method is used to give good reason for the estinidte
correcting the mathematical foundations of Hoeffbn
trees worked by the Rutkowski et al. (2013). Salgcthe
best attribute to make split in the node is extigniard
task and to solve this problem it is projected &iacmid’s
inequality.

V. GAUSSIAN DECISION TREES ALGORITHM
A Gaussian decision tree algorithm which
modification of the Hoeffding tree algorithm projed in

Domingos et al. (2000). The algorithm begins witkirzgle
root also called leaf and the input parametersratialized.

The statistics of elements collected in the roetiaitialized

which enough to compute all the essential valuesthé
main loop of the algorithm, using the current tiegets
data or element from the stream and sorts it intaé All

statistics and majority class in leaf is updatefteAthat it
ensures is there any class which is dominated ¢cother
classes. It is also known as preprinting conditidine

information gain values are calculated for eachbatte if

there is not establish any prepruning conditionteAthat
the determination of the best attribute and secbast
attribute takes place. Then they calculate the evand
verify that obtained values are enough or not tdkema
decision whether the split should be made or nog [€af is
replaced by a node with the attribute allocatettd the

answer is positive. At last the algorithm returrereva new
data element from the stream is taken.

VI. CONCLUSION
With the decision trees application, the issuesdafa
mining streams subjects measured in this papeecte]
the best attribute to split the considered nod¢hés key
point in building the decision tree. This is solvégy

projecting the new method were if the best attebut

determined for the current set of data elementhénnode
is also the best according to the entire streais.based on

is the

the properties of the normal distribution and Taglo
Theroms. Also C4.5 algorithm is use for buildinge th
decision tree which conquers the difficulty of ID3
algorithm. It is also essential mathematically. \&kso
projected a GDT that is Gaussian Decision Treer#lgu.
This algorithm radically outperforms the McDiarmicke
algorithm in the field of time consumption. The GDT
algorithm is able to give acceptable accuraciesdata
streams classification problems is shows by the arigal
simulations.
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