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Abstract— This paper deals with Big data in predicting the
diabetes from patients medical record. Big dat@reeto
very large datasets with complex structures thatdificult

to capture, store, format, extract, cure, integratealyze
and visualize using traditional methods and todisnce R
tool is used efficiently in our work for Big dat@hese days
diabetes is a very common disease with all age pgrou
which leads to heart disease as well as increagessks of
developing Nephropathy, Neuropathy and RetinopaSuy.
diabetes is one of the most serious health chakeegen in
developed countries. The present work focuses alysia

of diabetes through Decision trees with statistical
implication using R.
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l. INTRODUCTION
Diabetes is one of the common and rapidly increasin
diseases in the world. It is a major health problemmost
of the countries. This increases the risks of deiab heart
disease, kidney disease, nerve damage and blindness
Healthcare Information Systems holds a very largeset
to assist in taking decisions under medical re$eahc
recent years, the number of people suffering froabetes
gets increased since diabetes was reported aswangro
public death problem. Estimation shows 40 milliolians
suffer from diabetes, and the crisis seems to beigg at a
shocking rate. By 2020, the number is expectedotdbke,
even though half the numbers of diabetics in Indimain
undiagnosed due to the massive volume of data.
According to Diabetes Atlas published by the Inéional
Diabetes Federation (IDF), there were an estimated
million persons with diabetes in India in 2007 atinis
number is predicted to rise to almost 70 milliorople by
2025. The countries with the largest number of eliab
people will be India, China and USA by 2030. It is
estimated that every fifth person with diabeted W@ an
Indian.
The large volume of structured dataset used in ghigly
was collected from laboratories in and around Chéenn
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Il. R STUDIO
R is an open source programming language. Rstgdami
Integrated Development Environment (IDE) for R
programming language. It is powerful in analysislafasets
and shows how to manipulate data from huge dat&set.
studio is well suitable to work on a huge project.
R is a sequential programming language for theyaisl
graphics and software development activities fotada
mining and in various fields. Since it is an inteted
programming language it is used through a commared |
interpreter. It is an effective, extensible and poshensive
environment for statistical computing and graphitkere
are hundreds of extra “packages” freely availakbijch
provide all sorts of data mining, machine learniagd
statistical techniques. One of the important fesgwf R is
that it supports user-created R packages and etyarf file
formats (including XML, binary files, CSV).
Advantages of R It is easy with well-designed publication-
quality plots can be produced, including mathenadtic
symbols and formulae where needed. Extensibility data
visualization are the two main reasons for the essof R.
It has a large number of users, in particular m fields of
bio-informatics and social science. It is also eefiware
replacement for SPSS.

Il. DATASET DESCRIPTION

The dataset used for the purpose of this studylieated
from various laboratories in and around Chennaduad
lakhs of medical diagnostic report samples arescte#d.
The dataset consists of 11 attributes with 10katte values
and 1 class variable which has one of the four iptess
outcomes, namely whether the patient is testedipedor
diabetes (indicated by output one), or tested foe-p
diabetes(indicated by output 2) or tested for destal
diabetes(indicated by output 3)or non-diabeticiGatéd by
4).

Table 1. Attributes of Diabetes Data Set
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SNO | ATTIRIBUTES DESCRIPTION

1 Pregnant A record of the number of times
the woman pregnant

2 Fasting Glucoss concenfration
measured before food

3 LDL Bad cholesteral

4 HLL Good cholesteral

3 Post-Prandial Plasma glucose concenfration

measured using two hours oral
glicose tolerance test (mmHg

6 BMI Body mass index (weight
Kgheight in (mm) *)

I HBAILC Glycated haemoglobin

8 Age Age of patientivear)

Q Creatinine creafinine  level  signifies
impaired ldney findion or
kidney disease.

10 Family Family history of diabetes

11 Class Indicates the result

Steps:

1. Load the CSV file into R.

2. The next step is to carry out the preprocessiity
obtained dataset.

3. Evaluate the collected dataset.

4. Once after evaluating the data, apply decisime t
algorithm. This algorithm solves the program to dice
diabetic, Pre-diabetic, Gestational diabetic or-diabetic.
5. The final step is to obtain the result, predictiof
diabetes.

The following diagram depicts the process flowhs tvork
done.

| Input the csv file into |

v
| Preprocessing the date |
v
| Evaluating the datas |
* —. al
Applying Decision TreeAlgorithm
v

| Obtaining Resu |

V. RESULTS AND DISCUSSION
R is one of the best languages which was useddtstcal
computing as well as for generating graphs. As asw
mentioned earlier R was used for the purpose disisaln
www.ijaers.com

R, the raw data set should be loaded which isoranta
separated file. Once the file is loaded to R we ehav
performed some analysis on the data set. Also we ha
found that 85104 records were belonging to class
1(Diabetic), 109440 records were belonging to ci§se-
diabetic), 46800 records were belonging to class
3(Gestational diabetics) and 46656 records werenigaig
to class 4(Non-diabetic) and the time taken in Redorm
this analysis was just 748.54 seconds.

Table 1. Class Distribution

Class Value Number of instances
1(Diabetic) 85104
2(Pre-diabetic) 109440
3(Gestational) 46800
4(Non-diabetic) 46656

4.1 Statistical Module

We have also calculated the correlation coefficfenttwo
attribute after the data set is analyzed using Re T
correlation coefficient measures the strength &f lihear
relationship between two variables. Pearson'sdn tange
from -1 to 1. In Pearson's ‘r' the ranges from dl G
indicates a perfect negative linear relationshigween
variables, 0 indicates no linear relationship betwe
variables, and the ranges 0-1 indicates a perfesitipe
linear relationship between variables. The obtaivedde of
correlation coefficient in our work is 0.4, whiclalls in
perfect positive linear relationship between vdegab

4.2 Decision Tree:

It is a knowledge representation structure comsistf
nodes and branches organized in the form of adveh
that, every internal non-leaf node is labeled witthues of
the attributes. The branches coming out from aariat
node are labeled with values of the attributeshat hode.
Every node is labeled with a class (a value of goal
attribute). Tree based models which include clasdibn
and regression trees, are the common implementation
induction modeling. They are inexpensive to corctfreasy
to interpret, easy to integrate with database systed they
have comparable or better accuracy in many apjditat
The building of a decision tree starts with a digtiom of a
problem which should specify the variables, actiamsl
logical sequence for a decision-making. In a denisiee, a
process leads to one or more conditions that camrdagght
to an action or other conditions, until all condlits
determine a particular action, once built you caveha
graphical view of decision-making.
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The complexity parameter (cp) in decision tree sedito
control the size of the tree and to select thenugtitree
size. When overall factor of cp decreases the tree
construction does not continue for the data set.
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The above graph Fig-01 implies the size of theslexitree
is 10 when cp falls to zero. The size of the deadidree is
constructed based on the predicted result of Thble

V. CONCLUSION AND FUTURE WORK
Diabetes is one of the common and rapidly growing
diseases in the world. It is a major health problermost
of the countries. So a detailed analysis of théetia data
set was carried out efficiently with the help R.this work
only the analysis is carried out but the informatiwhich
was revealed can be further used to develop efficie
prediction models. In future parallelization usingltiple
cores can be used to improve the prediction masiabuR.
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