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Abstract— The internet of things framework has seen a rapid change in 

terms of the applications and users worldwide. However, the need for 

trustworthiness to satisfactory quality of service is of utmost importance 

keeping in mind the nature of data transfer in wireless media. The advent 

of high compute power processors with miniature sizes and low power 

consumption, implementing relatively complex algorithms has become 

possible which is necessity for internet of things applications.  This 

research paper focusses on the design and implementation of the code 

blocks of turbo codes based on the BCJR algorithm so as to couple the 

bits in the code blocks in the composite transport block. The information 

and parity bits are to be coupled so as to have more information sharing 

within the transport block and hence reduce the error rate steeply in 

section of the error waterfall. The proposed technique attains lower bit 

error rate performance compared to the conventional un-coded and hard 

coded counterparts. A comparative analysis with respect to the error 

rate has been done so as to evaluate the quality of service of the 

proposed work. The lower error rate of the proposed work ensures the 

high quality of service and trustworthiness of the IoT system. 

I. INTRODUCTION 

One of the major challenges of the internet of things 

framework is the chances of bit flips in the data to be sent. 

A typical IoT framework is depicted in figure 1. The IoT 

framework owing to the wireless or unguided media has to 

be designed such that it exhibits satisfactory quality of 

service [1].  

The metrics may be considered to be: 

1) Error Rate 

2) Throughput 

3) Latency 

 

Most of the parameters though could be managed under at 

least one governing constraint which is [2]: 

 

Fig.1 The IoT framework 

https://ijaers.com/
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                                  (1) 

 

Here, 

 is the actual data rate through the channel. 

 denotes the permissible channel capacity of 

the IoT network. 

The IoT framework typically exhibits a steep fall in the 

waterfall region of the error curve and then a diminishing 

error rate [3]. 

 

Fig.2 Typical error performance of Shannon’s limit 

 

The typical Shannon’s limit is exhibited by a sharp fall in 

the bit error rate upto or beyond  for an SNR range of 

0=10 dB [4]. Typically, the error drops as a function of the 

iterative decoding in several error detection and correction 

coding techniques [5]. One of the most effective error 

detection and correction mechanisms in this regard is the 

recursive turbo codes [6]-[7]. This category of codes show 

high adherence to the Shannon’s limit [8]-[9] 

The turbo encoding mechanism is typically described by 

the following attributes [10]: 

1) Encoder 

2) Decoder 

3) Channel 

4) Interleaver 

5) De-interleaver 

6) Recursive block 

The encoding mechanism is depicted in figure 3. 

 

Fig.3 Turbo encoder 

 

The turbo encoder is characterized by: 

Input bits. 

Parity bits 

Here, 

I represents the information bits 

Interleaver π 

Encoders 

The encoding mechanism is typically performed in a way 

so as to enhance the reliability of the system [11]. This 

happens due to the fact that the encoder has three bits as 

the output for one bit as the input. The encoders are 

typically symmetric in nature or even asymmetric based on 

the type of encoder design [12]-[13]. The information bit 

shared is then passed on to render 3 bits which are [14]: 

1) Same unaltered bit. 

2) Encoded bit (P1) 

3) Encoded bit (P2). 

The difference among the bits P1 and P2 lie in the fact that 

both the bits are distinguished by the act of the interleaver. 

While the information bit ‘ I’  directly goes to the encoder 

1, the other encoder receives a modified version of the 

information bit [15]. The two encoders may or may not be 

similar. In case both exhibit a similar structure, the 

encoding is termed as symmetric encoding [16].The role of 

the interleaver is exemplified in the next section. 

 

II. INTERLEAVING AND PUNCTURING 

The interleaving mechanism is fundamentally derived so 

as to reduce the burst errors in a network [17]. This can be 

understood through the following diagram. 

http://www.ijaers.com/
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Fig.4 Burst Errors 

 

The interleaving mechanism is fundamentally used to 

circumvent the domino effect of errors [18]. This can be 

seen form figure 4. As there is a missing bit in bit location 

2, there is an error in bit 2 which is received by the 

receiver. The error progresses as the receiver doesn’ t have 

cognizance of the transmitters bits. This leads to a 

cascading progression of the bits and hence the error in 

one bit results in the errors in other multiple bits. This 

however can be mitigated in case, the error propagation 

mechanism is stopped [19]. The exact is done by the 

interleaver as the interleaver combines the bits into chunks 

and separates the correlation among the bits. This is 

however, true only for burst errors with memory and not 

for random errors [20]. 

While burst errors are bits which have a cascading effect, 

the random errors are the errors which can occur at any bit 

location at any given instance of time [21]. 

 

Fig.5 Puncturing 

 

The puncturing mechanism is based on the planned non-

transmission of the bits at some intervals of time. The 

information bit is not omitted but one of the most common 

techniques is to omit the parallel transmission of both the 

parity bits. This reduces the bit transmission rate of the 

system [22]. 

While the original coding rate is 1/3, the new coding rate 

remains only ½. This happens due to the suppression of 

one bit at a time [23].  

 

III. TURBO DECODING 

The major challenges with error detection and correction 

for IoT networks are [24]: 

1. IoT networks are prone to noise and disturbance 

effects causing increase in bit error rate of the 

system. This decreases the reliability and 

trustworthiness of the system. 

2. Often IoT networks are resource constrained in 

terms of memory and processing power. Hence 

coding techniques with relatively low 

computational complexity in terms of number of 

iterations are needed. 

3. Lesser iterations are also needed to minimize the 

latency (delay) of the system as IoT networks can 

be used for time critical applications.  

4. There exists a fundamental trade off between the 

number of iterations and Bit Error Rate (BER) of 

the system where higher iterations would result in 

lower BER but would significantly increase the 

system’s latency and complexity. 

Typically two deciders are employed for decoding in the 

cascading manner [25]. The BCJR based algorithm is used 

for the decoding of the codes. 

 

Fig.6 The turbo decoding mechanism 
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 The figure above depicts the block diagram of the turbo 

decoder which comprises of two decoders. The interleaver  

is represented by (π) and the de-interleaver is represented 

by (Dπ). The decoding process is done in a manner which 

incorporates both the decoders which are designated as D1 

and D2. The information bit I and one of the parity bits is 

fed to decoders 1 and 2 respectively. Each of the decoders 

surmise the output based on the input information 

received, and the verdict of the other decider [26]. Thus 

the feedback loop connects decider 1 and decoder 2’ s 

outputs in a recursive manner in which the iterative 

process takes place in the decoding mechanism. At the 

beginning of the decoding process, the output of any one 

of the decoders is considered to be equi-probable 

probabilities of 1 or zero occurring. However, the final bit 

pattern is considered at the output terminal of D2 [27]. 

 

Fig.7 The proposed approach 

 

In the proposed approach, both information and parity bits 

are coupled. Previous approaches do not have a method to 

couple both I & P.  

In the proposed scheme, the information bits are 

designated by I and the interleaved bits are denoted by P. 

In this case, the n code blocks (CB) constitute a transport 

block (TB). The transport block vector (T) is segmented 

into ‘ n’  code blocks 

 

Fig.8 Proposed Flowchart 

 

Figure 8 depicts the flowchart of the proposed system. The 

flowchart represents the sequential steps to implement the 

proposed system. 

 

IV. EXPERIMENTAL RESULTS 

To The system has been designed on MATLAB 2020a. 

To emulate the actual data streams generated by a 

multitude of devices in an IoT network, random binary 

data has been generated. 

http://www.ijaers.com/
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Fig.9 binary bits 

 

Figure 9 depicts the binary data stream generated to 

emulate random binary data transmission.  

 

Fig.10 Addition of disturbance 

 

 

Fig.11 Effect of noise addition. 

 

Figure 10 depicts the addition of noise in the wireless 

channel. Random noise has been added so as to replicate 

the channel conditions in an actual IoT network. The 

random fluctuations in the noise as a function of time has 

been shown in the figure. 

The effect of noise addition on the binary data stream 

in the time domain has been depicted in figure 11. It can 

be seen that the binary data stream has been manipulated 

by the addition of noise. 

 

Fig.12 Formation of the turbo Code-word 

 

Figure 12 depicts the binary code-word generated by 

the proposed system. The binary representation of the code 

word has been shown. 

 

Fig.13 error as function of iterations. 

 

Figure 13 depicts the bit error rate of the proposed 

system as function of iterations. It can be observed that as 

the iterations increase, the BER of the system continuously 

plummets. To represent the signal strength for binary data, 

the term energy per bit  has been used. 

http://www.ijaers.com/
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Fig.14 Coded and un-coded error rates 

 

Figure 14 depicts the comparative analysis of the un-

coded, hard coded and soft coded (Turbo) versions of 

binary transmission for the system. It can be clearly 

observed that the soft turbo coded probabilistic approach 

attains the steepest fall in the error rate compared to the 

hard coded and un-coded counterparts. 

 

V. CONCLUSION 

Internet of Things (IoT) networks are finding 

applications in different domains such as automation, 

climate monitoring, defense etc. However, due to the 

wireless medium of the nature, noise and disturbance 

effects cause increase in the bit error rate of the system 

thereby causing low reliability and trustworthiness. The 

essence of the turbo coding mechanism lies in the fact of 

steep fall in errors near the relatively low SNR values. The 

proposed system implements coupling of both I and P bits 

in adjacent code blocks. To recreate a practical IoT 

scenario, noise is added to the bit stream. The 

experimental results are gauged in terms of the iterations 

to attain low values of the errors for the low Shannon 

range SNR. The BER obtained by the proposed system is 

10-7 which is significantly less than the BER of the 

previous system 10-5 [1]. Thus it can be concluded that 

that the proposed system outperforms existing work in 

terms of the bit error rate (BER) which is the predominant 

metric for system reliability and trustworthiness. 
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Abstract— With the progress of fire monitoring and Coping technique, 

image recognition based on deep learning has shown great potential in 

the field of fire detection. Aiming at the accuracy and efficiency problems 

existing in the existing object detection algorithms, this study proposed an 

improved YOLOv8 algorithm to improve the real-time recognition 

capability in the fire scene. Through experimental verification on standard 

fire data sets, this study evaluated the detection performance of the 

improved YOLOV8 algorithm fused with Deformable Conv. The 

experimental results show that the improved YOLOv8 has improved the 

fire identification accuracy compared with the traditional version, and has 

certain potential for practical application in fire monitoring system. 

 

I. INTRODUCTION 

In modern society, fire occurs everywhere and crises 

abound, and almost any environment with heat sources or 

combustible materials has hidden safety hazards, which 

seriously affect the living environment of human beings. 

Human contact with fire may lead to burns of different 

degrees, ranging from minor surface burns to serious deep 

tissue damage. Severe burn require long-term medical 

treatment and may result in disability or life threatening 

[1]. In addition, fire also has irreversible damage to 

buildings, production and environment. Fire can cause 

internal and external burning of buildings, resulting in 

partial or complete damage to building structures [2]. High 

temperature can also make building materials lose strength 

such as steel and concrete, and even lead to structural 

collapse, posing a direct threat to the durability and safety 

of buildings [3]. In large-scale production environments 

such as warehouse workshops, chemical plants and 

assembly lines, fire spreads quickly and may cause violent 

explosions when it comes into contact with flammable and 

explosive substances, which damages important equipment 

in the production environment and threatens personnel's 

life and property safety [4].  

With the rapid development of modernization, warning 

of fire is particularly important in industrial fields and 

large public places. At present, warning of fire is mainly 

based on sensors, such as smoke sensors and temperature 

sensors. Those mainly detect smoke and temperature [5], 

and the detection range is limited while the effect is 

difficult to guarantee. When the smaller flame appears, it 

is generally not immediately detected and reflected in time, 

which is often the cause of fire in the production workshop 

or chemical plant. The current development of AI 

technology is rapidly advancing, especially with 

breakthrough achievements in the field of mechanical 

learning. Computer vision technology is an application 

field of mechanical learning. In recent years, computer 

vision technology has had a mature development and has 

been applied in all walks of life, especially in the field of 

target detection and recognition. With the improvement of 
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technology, its accuracy and detection speed continue to 

improve. Instead of relying on sensors and manual 

inspection to prevent disasters, we proposed an improved 

visual recognition algorithm based on convolutional neural 

network (CNN) for fire detection in this paper. 

At present, there are many kinds of object detection 

technologies. Compared with traditional object detection 

algorithms, the recognition algorithm based on 

convolutional neural network (CNN) has more advantages, 

which can not only better characterize complex features, 

but also greatly improve the accuracy and real-time 

performance. It is widely used in vehicle detection and 

recognition [6], automatic driving [7], attitude detection, 

fault diagnosis of manufacturing equipment and robot 

fields [8, 9]. Currently, the two main object detection 

algorithms based on convolutional neural network (CNN) 

are One-stage object detection algorithm and two-stage 

object detection algorithm. The detection process of two-

stage detection algorithm is divided into two parts, as 

shown in Figure 1: (a) two-stage object detection 

algorithm and (b) single-stage object detection algorithm. 

Fig. 1: Comparison between two-stage object detection 

algorithm and single-stage structure 

First of all, we generate the candidate region, and then 

determine whether there is an object to be detected in the 

candidate region, and the category of the object. At present, 

the most popular Two-stage algorithm is R-CNN series, 

including R-CNN, SPP-Net, Faster-CNN, etc. [10]. 

Compared with Two-Stage algorithm, One-Stage 

algorithm carries out single regression and reduces Anchor 

steps. The category and location information is given 

directly through the Backbone network, so it is faster and 

easier to learn the generalization characteristics of the 

target, reducing the generation of false postive. The SSD 

and YOLO series are the mainstream of One-Stage. In 

2016, Joseph Redmon et al. proposed a one-stage object 

detection network [11], which has a very fast detection 

speed and can process 45 frames of pictures per second. 

The author named it You Only Look Once, and the first 

generation of YOLO was born. With the subsequent in-

depth research, YOLOv2 and YOLOv3 have been come 

out one after another, which have strong migration ability 

and are widely used in various fields. In terms of risk 

detection, YOLO has also played its role.Ying Liu 

developed a risk identification system in oil field 

production environment based on YOLOv3 [12]. Zizqiang 

Li et al. applied YOLOv5 in the intelligent detection of 

unsafe conditions on the construction site [13], Ruiguo 

Wei used YOLOv5 to develop a fire image recognition 

method [14], and Qingxu Li designed the cabin fire 

detection system with an improved YOLOv5 algorithm 

[15]. This study focused on the 8th generation YOLO 

algorithm (YOLOv8) is proposed an improved vision 

detection algorithm based on convolutional neural network 

(CNN) fused with Deformable Conv for fire identification. 

 

II. INTRODUCTION OF YOLOv8 NETWORK 

ARCHITECTURE 

YOLOv8 is a new generation of target detection 

algorithm launched by ultralytics. It is an innovation and 

improvement made by ultralytics team on the basis of 

YOLOv5 previously launched [16]. On the basis of 

inheriting the real-time detection characteristics of YOLO 

series, the model structure has been comprehensively 

optimized and improved to elevate the performance of the 

model. Its network structure diagram is shown in Figure 2. 

Its general architecture is basically composed of Input, 

Backbone, Neck and Head. Compared with YOLOv5, the 

first layer convolution size of Backbone is changed from 

the original 6×6 to 3×3, and C3 module is changed into 

Cf2 module [17], which uses the relevant structure in 

YOLOv7. This part is replaced by multiple cross-layer 

connections instead of one convolutional module and one 

skip module, and the split part is added, which is based on 

 

Fig. 2: YOLOv8 network structure diagram 
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 the part of YOLOv7.The replacement helps the network to 

understand the characteristics of different scales, 

improving its accuracy and robustness. Neck, as an 

intermediate layer, fuses with the transmitted features of 

backbone, which is conducive to improving performance. 

While YOLOv8 replaces C3 module in Neck with Cf2 

module, the original 1×1 convolution is removed [18]. 

 

Fig. 3: Comparison between C3 module and C2f 

module 

 

The Head is mainly responsible for generating the 

final target detection results from the features extracted by  

the Backbone network, helping to identify and locate 

various targets in the input image. Compared with Yolov5, 

the Coupled Head was changed to a similar to the 

Decoupled-Head structure. [19] As shown in Figure 3, the 

regression branch and prediction branch were separated.  

 

 

Fig. 4: Comparison between YOLOv5 and YOLOv8 Head 

 

The original detection head was divided into multiple 

subtasks, each of which was responsible for detecting 

targets of related undetermined categories.This approach 

can improve the scalability and flexibility of the model, 

which is conducive to processing This approach can 

improve the scalability and flexibility of the model, which 

is conducive to processing multiple types of detection 

otargets, and ptimize each related subtask to improve the 

accuracy of detection. This improvement can also make 

the model better adapt to different application scenarios 

and target categories, and cope with the structure of 

different detection layers by adjusting the number and size 

of convolutional layer and fully connected layer. 

 

III. ALGORITHM IMPROVEMENT AND 

OPTIMIZATION 

3.1 Principle analysis of Convolution operation 

In the convolutional neural network, a high value or a 

low value is needed to distinguish the feature region from  

other regions in order to extract features from the input 

image data. The process of generating values is called 

Convolution operation, and the core of the Convolution 

operation is a small matrix called Convolutional Kernel. 

This Convolutional Kernel slides over the entire input data 

to generate an output feature map by weighted summing 

local regions of the input data. At each step, the 

Convolutional Kernel is multiplied with a small window of 

the input data by elements part by part, and then the results 

are added to obtain a unit value of the output feature map. 

The sliding window usually moves on the input data by a 

certain translation unit, and moves a fixed unit distance 

each time [20]. This process allows the Convolutional 

Kernel to efficiently detect local features in the input data, 

such as edges, textures, or other higher-level features. For 

each input data, the Convolution operation will generate an 

output feature map, which has the same dimension as the 

input data in space, but the depth will be different. These 

feature maps contain different feature information of the 

input data, which can be used as input for the subsequent  

neural network layer. 

 

Fig. 5: General convolution process 

 

Figure 5 shows the process of common convolution 

calculation on the input feature graph. The size of 

Convolutional Kernel is 3×3, and the size of the input 

feature graph is 5×5. The weight of the Convolutional 

Kernel is multiplied by the corresponding position element 

of the input feature graph, and the value of the output 

feature graph element is obtained by summating. The rest 
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of the input matrix is calculated step by step to get the 

output feature map. 

Input any point P0 on the feature graph, and the 

convolution process can be expressed as:    

             (1)                      

Where Pn represents the offset of each point in the 

Convolutional Kernel relative to the center point, which 

can be expressed by the following formula (3×3 

Convolutional Kernel for example) : 

(2) 

 

We can take the center of the matrix as the origin, and 

each grid uses a coordinate system to represent the 

position of that part. w(pn) represents the weight of the 

corresponding position of the convolution check, and this 

value is generally a constant, x(p0+pn) represents the 

element value at p0+pn position on the input feature map, 

and y(p0) represents the element value at p0 position on 

the output feature map, which is obtained by the relevant 

convolution operation of the Convolutional Kernel. 

3.2 Deformable Conv ideas 

The Convolutional Kernel of conventional 

convolution has a fixed size and shape. For more complex 

image data, it is difficult for conventional Convolutional 

Kernel to extract more accurate features, especially the 

edge features of graphics. If Convolutional Kernel can be  

adjusted according to the characteristics of input data 

during convolution operation, the characteristics of data 

can be better obtained and the detection accuracy can be 

improved. This is also the core of Deformable Conv. 

 

(top) Standard convolution      (bottom) Deformable Conv 

Fig. 6: Convolution example of standard convolution and 

Deformable Conv 

 

As can be seen from the upper and lower comparison 

shown in Figure 6, for this cat image, the features 

extracted from the standard convolution cured structure 

also have a certain curing effect. The collating features 

extracted from the detected objects in the image may not 

be obvious, and its rectangular plane arrangement cannot 

be well correlated with sampling. The sampling position of 

deforming convolution is more in line with the shape 

characteristics of the object itself [21], and it has certain 

elasticity and can better adapt to the boundary conditions 

of the image. Therefore, after incorporating deforming 

convolution for convolution operations, the output feature 

points correspond to the overall features of the data, which 

can improve the acquisition of useful information of the 

data and improve the accuracy of the model compared 

with conventional convolution. 

 

Fig.7: Different adoption points of Deformable Conv 

 

As shown in Figure 7, (a) is the sampling method of a 

common 3x3 Convolutional Kernel, and (b) is the change 

of sampling point after Deformable Conv plus offset, 

where (c) and (d) are special forms of Deformable Conv. 

The light pink dots represent the 9 sampling points of the 

conventional square Convolutional Kernel, the light blue 

arrows represent the offset vector, and the yellow ones 

represent the offset sampling points. The Deformable 

Conv introduces an offset for each point based on formula 

1, which is generated by the input feature map with 

another convolution, usually a decimal. 

                   (3) 

In the Deformable Conv, the regular grid R increases 

the offset Δpn. Since the position after adding the offset is 

generally a decimal, it does not correspond to the actual 

pixel points on the input feature map. 

Figure 8 shows the Deformable Conv diagram. It can 

be seen that offsets are generated by using an additional 

convolution, which is not a convolution operation. In the 

figure 8, N is used to represent the size of the 

Convolutional Kernel region, for example, the size of a 

convolution kernel is 3×3, N=9. The green process in the 

figure is the process of convolutional learning offset, 

where the channel size of the offset field is 2N and 

represents that the Convolutional Kernel learns the offset 

in the x direction and the y direction respectively. 

On the input feature map, the convolution sampling 

region corresponding to common convolution operations is 

a square with the size of the Convolutional Kernel, while 
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the convolution sampling region corresponding to 

Deformable Conv is some points represented by blue 

boxes. This is the difference between Deformable Conv 

and ordinary convolution. 

 

Fig.8: Schematic diagram of Deformable Conv 

 

In terms of the specific details of the corresponding 

schematic diagram, the size of the convolution sampling 

area corresponding to a point on an output feature map and 

the input feature map is K×K. According to the operation 

of Deformable Conv, each convolution sampling point in 

the K×K region must learn a deviation offset. The offset is 

expressed in coordinates, so an output must learn 2×K×K 

parameters.If an output size is H×W, so a total of 

2×K×K×H×W parameters must be learned. That is, the 

offset field(N=K×K) in the preceding figure has the 

dimensions B×2×K×K×H×W, where B represents 

batch_size. 

 

IV. EXPERIMENT AND RESULT ANALYSIS 

4.1 Experimental environment 

The development language of the training model is 

Python, the compiler is Python3.9.13, the compilation tool 

is pycharm2023, the deep learning framework 

Pytorch1.13.0, and CUDA version 11.16. The experiment 

was carried out in Windows11 operating system. CPU was 

AMD Ryzen 7 5800H with Radeon Graphics 3.20GHz, 

and GPU was NVIDIARTX3060Ti with 16G video 

memory. 

Related images were selected from the network in the 

experiment, and the data set contained more than 2000 

pieces of two types of data. The selected images were 

annotated by labelimg tool in pycharm, and the annotated 

picture information was automatically converted into 

YOLO_txt format. Then the original image and YOLO_txt 

format images are divided into training set, verification set 

and prediction set proportionally. 

During the training, Mosaic data was used to enhance 

the first 95% epoch. During the torch training, the 

parameter value was Epoch 100, the compressed size of 

the input image Imageinput 640×640, and the batch size of 

the training Batchsize 16. 

4.2 Evaluation Indicators 

In order to verify the improved performance of 

YOLOV8 model, this experiment verified the selection 

accuracy P(Precision), Recall R(Recall), Average 

Precision AP(Average Precision), and average precision 

mAP(mean Average Precision). Precision-confidence 

curve and loss line curve were used as evaluation indexes. 

The calculation of P, R, AP and mAP is as follows: The 

evaluation indexes in this experiment include accuracy rate, 

recall rate and average accuracy, and the formula is shown 

as follows. 

                         (4) 

                               

                                     (5) 

 

                             (6) 

                                                             （7） 

TP (True Positive) indicates the number of Positive 

classes predicted as positive classes, that is, the number of 

positive classes predicted correctly. FP (False Positive) 

indicates the number of negative classes predicted as 

positive classes, that is, the number of negative class 

samples predicted incorrectly. The accuracy rate P 

represents the proportion of the predicted samples in the 

positive samples, and the actual proportion of the true 

positive samples. The recall rate R represents the 

proportion of truly positive samples in all predicted 

samples. While AP is the average accuracy of each 

category, mAP represents the average AP of multiple 

categories, and m is the number of categories. In this 

detection task, the types of input data are fire and spark, so 

m=2. 

Compared with the experimental results shown in 

Figure 9-10, it can be seen that the precision, recall and 

mAP after the improvement have been improved to 

varying degrees, indicating that the overall accuracy of the 

model after incorporating the demorphable convolution 

has been improved to some extent. 

The horizontal coordinate of the graph named 

Precision-confidence curve represents the detector's 

confidence, and the vertical coordinate represents the 

accuracy (or recall rate). The shape and position of the 
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curve reflect the performance of the detector at different 

confidence levels. It provides useful information for 

evaluating the performance of the detector at different 

confidence levels. It can be seen from this comparison 

experiment figure that the accuracy of the detector is 

improved after the use of Deformable Conv. The detector 

can maintain a low false positive rate while maintaining a 

high recall rate, and the recognition accuracy of the target 

is high. 

 

Fig.9: Feedback curve of the improved Precision-

confidence curve 

 

 

Fig.10: Precision-confidence curve Feedback curve before 

improvement 

 

Loss function plays an important role in target 

detection tasks, which is used to measure the difference 

between the predicted value and the real value of the 

model. The resulting loss function includes box_loss 

(positioning loss), dfl_loss (feature point loss) and cls_loss 

(classification loss), as shown in Figure 11-12. Box_loss is 

used to calculate the difference between the predicted 

bounding box and the real bounding box, and IOU 

(Intersection overUnion) is used as a metric to measure the 

overlap between the two bounding boxes. Box_loss  

  

Fig.11: Visual analysis diagram of experimental results 

before improvement 

 

 

Fig.12: Visual analysis diagram of the improved 

experiment 

 

calculates the IOU between the predicted box and the real 

bounding box. By minimizing box_loss, the model can 

learn a more accurate boundary box position, and the 

smaller the value, the more accurate the positioning. It can 

be clearly seen from image comparison that the improved 

box_loss mean is significantly smaller. Cls_loss is used to 

calculate the difference between the predicted class and the 

real class, and Cross Entropy Loss is used to measure the 

classification accuracy. The loss value of the class is 

calculated by comparing the difference between the 

predicted class distribution and the real class label. By 

minimizing cls_loss, the model can learn more accurate 

category classification, and the smaller the value, the more 

accurate the classification. Through comparison, it can be 

seen that the mean value of improved cls_loss is 

significantly smaller than that of pre-improved cls_loss, 

and df1_loss (feature point loss) is a custom loss function  

introduced in YOLOv8. YOLOv8 uses feature points to 

predict the direction and Angle information of the object, 

which is used to calculate the difference between the 

predicted feature points and the real feature points. By 

minimizing df1_loss, the model can learn more accurate 
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direction and Angle information of the object, and the 

smaller the value, the more accurate the feature acquisition. 

Through image comparison, it can be seen that the mean  

value of dfl_loss in the improved model is smaller than 

that before the improvement. 

The detected training image is shown in Figure 13. 

 

Fig.13: Training image detected 

 

V. CONCLUSION 

All data sets in this experiment were obtained legally 

from the Internet in terms of model environment 

construction, relevant data sets construction, model 

training, and evaluation results. After replacing standard 

convolution with Deformable Conv, the precision of 

YOLOv8 detection algorithm is 0.835, which is improved 

to a certain extent compared with the pre-improvement 

accuracy of 0.768. box_loss (positioning loss), dfl_loss 

(feature point loss) and cls_loss (classification loss) as a 

whole decreased by about 0.2, 0.1 and 0.3, indicating that 

the improved algorithm has improved the ability to locate 

objects in images, classify different kinds of images, and 

acquire features of objects. 

In addition to the flame type data, this experiment 

also selected the complex data with relatively fine features 

- spark, which is still difficult to detect in the scope of fire 

prevention. However, from the experimental results, the 

improved algorithm also has a good normalization ability 

for spark. Compared with the original algorithm, the 

improved YOLOv8 algorithm can be applied to various 

scenes, such as shopping malls, chemical plants and other 

production environments, and has good accuracy. It also 

has good adaptability to some image data with not obvious 

feature points and enhances the algorithm's ability to 

extract target features. 
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Abstract— The use of high speed in the wire drawing process become 

very common because of increase in customer demands and production 

rate. In this work the effect of high speed drawing (30m/sec) on 

mechanical and technological properties of high carbon steel wire has 

been investigated. Wire rod 5.50mm from steel grade 0.45% carbon and 

0.56% carbon were drawn to 1.35mm in 13 draws and two speeds 

10m/sec and 30m/sec. After each draw the following properties were 

determined; tensile strength (Ts), temperature (T), number of twists (Nt), 

number of bends (Nb). A large drop in the number of has been observed 

for final wires because of increased draw speed. However, there is also an 

advantage as the wire surface is much smoother after drawing at high 

speed than at low speed. The results were practically and statistically 

estimated. 

 

I. INTRODUCTION 

In the wire drawing process, the cross section is reduced 

by the pulling it through a conical die which is inserted in 

the die box and the wire is pulled by cylindrical drum 

which is run by electric motor [1]. 

 

Fig. 1: Area reduction in wire drawing 

 

The major variables in the drawing process are 

reduction in cross sectional area, die angle, friction along 

the die work piece interfaces and drawing speed. For 

successful drawing operation, careful selection of the 

process parameters should be carried out. The drawing 

speed depends on wire material as well as reduction in area 

for high drawing speeds[2], the heat generated does not 

have sufficient time to dissipate and a substantial rise in 

the temperature [3, 4] occurs which has detrimental effect 

on the quality of product. 

 Wire drawing operations employing high area 

reduction and improved lubrication and friction conditions 

not only save energy, but also reduce production cost by 

avoiding intermediate passes and annealing operations [5]. 

          Heat generation in wire drawing was first addressed 

by Siebel and Kobitzsch. [6]. An early refinement of this 

analysis was made by Korst.[7]. The approach is still 

widely used today in estimating the temperature rise in 

wire drawing. While the model predicts that the maximum 

temperature rise in wire varies with the square root of the 

drawing speed. It has been observed in experiments to vary 

linearly with the drawing speed[5]. As well as the cube 

root of the speed [8]. More recently, this temperature rise 

was observed to be independent of drawing speed.[9] 

Intensifications of the drawing process can be achieved by 

an increase of a single and a total reduction or by an 

increase of a drawing speed. However, in practical, 

technical and economical advantages with a faster speed 

https://ijaers.com/
https://dx.doi.org/10.22161/ijaers.118.3
http://www.ijaers.com/
https://creativecommons.org/licenses/by/4.0/


Gawali and Kundu                                             International Journal of Advanced Engineering Research and Science, 11(8)-2024 

www.ijaers.com                                                                                                                                                                               Page | 17 

are remarkable higher than during drawing with maximum 

reductions because a higher drawing speed increases the 

production yield for a specific drawing machine. There has 

been a trend in wire manufacturing to using high-speed 

multi hole drawing systems. This application is very 

important for further industry development but at the same 

time it is necessary to know the effect of this type of 

process of not only for the mechanical properties of the 

drawn wires, but also the factors such as die wear, 

lubricant section, die cooling of the dies, drawing drums 

and others. 

Experimental procedure 

 The material used to the investigation was rise 

rod about diameter 5.50mm of low carbon steel after TRIP 

type heat treatment. The chemical composition of used 

steel in the investigation is presented in table 1. 

 

Table 1: The chemical composition of TRIP steel 

Mass contents in % 

C Mn Si P S Cu Ni Mo Sn 

0.45 1.40 0.80 0.01 0.07 0.025 0.01 0.006 0.004 

0.56 1.30 0.70 0.015 0.08 0.020 0.01 0.004 0.004 

 

Table 2: The volumetric phase contain 

 Phase contain 

Ferrte, % Bainite, % Retained austenite 

+~Martensite 1, % 

Retained austenit2 

% 

68.3 15.8 7.5 7.9 

 

After heat treatment and metallographic investigation 

which confirmed used TRIP type structure, TRIP steel 

wires drawn in 13 drafts with different drawing speed from 

diameter 5.5mm to 1.35mm by using classical die with 

sintered carbides about angle 2α =120. In table 3, the main 

parameters of drawing process are shown, where: V – 

drawing speed, A – medium single draft, At – total draft in 

percentage. 

Table 3: The parameters of drawing process 

Variant Drawing 

machine 

Carbon % V , m/s Drafts 

number 

A%    At% 

A BB-8 C – 45 8 13 20  93.98 

B BB-8 C- 45 25 13 20  93.98 

A BB-8 C – 56 8 13 20  93.98 

B BB-8 C – 56 25 13 20  93.98 

 

In order to estimate the influence of drawing speed on 

mechanical properties of wires with TRIP effect, described 

relation between tensile strength Ts, Temperature T in 0c 

uniform elongation in total draft function for wires drawn 

according to variant A (V= 8 m/s), B(V = 25m/s).  

 For better estimation of the influence of drawing 

speed on properties TRIP steel wires in the work, 

modeling of wire drawing process (in Drawing 2D 

program) has been carried out. It has been estimated: 

temperatures, non-dilatation strain and internal stresses 

drawn wires. Used in program model multi passes drawing 

(with a few following after themselves single draft) allows 

to dissolve coastal task with the range of theory of 

temperature and tensile strength by the variation of the 

carbon and speed 
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Table 4: Schedule of draws and mean values of mechanical and technological properties of wires of steel C45. Draw speed 

30m/s. and 10m/s. 

V= 30m/s       C 45 

LP φ AP At Ts T El Ct Nb Nt 

    (mm) (%) (%) (MPa) 0C (%) (%)   

1. 5.50 0.0 - 793 - 8.7 43 14 13 

2. 4.91 20 20 872 99 2.6 21 13 14 

3. 1.80 20 89.29 1626 239 1.8 53.4 13 28 

4. 1.63 20 91.22 1705 250 1..4 52.6 11 30 

5. 1.49 20 92.68 1783 261 1.6 51 11 32 

6. 1.35 20 93.98 1852 274 1.7 48 10 34 

V= 10m/s            C 45 

1. 5.50 0.0 - 793 - 8 44 14 13 

2. 4.91 20 20 867 94 3 48 13 15 

3. 1.80 20 89.29 1600 235 2 51 13 32 

4. 1.63 20 91.22 1650 242 2.1 53 12 34 

5. 1.49 20 92.68 1757 250 1.8 50 12 36 

6. 1.35 20 93.98 1820 260 1.7 48 11 40 
 

Table 5: Schedule of draws and mean values of mechanical and technological properties of wires of steel C71. Draw speed 

25m/s. and 8m/s. 

V= 30m/s       C 56 

LP φ AP At Ts T El Ct Nb Nt 

 (mm) (%) (%) (MPa) 0C (%) (%)   

1. 5.50 0.0 - 1038 - 8 46.8 13 12 

2. 4.91 20 20 1117 114 2 19.7 12 13 

3. 1.80 20 89.29 1871 253 1.8 53.5 12 26 

4. 1.63 20 91.22 1950 254 1.5 51.8 11 28 

5. 1.49 20 92.68 2018 264 1.6 51.4 10 30 

6. 1.35 20 93.98 2097 276 1.7 47.3 9 32 

V= 10m/s            C 56. 

1. 5.50 0.0 - 1038 - 8.7 46.8 13 12 

2. 4.91 20 20 1062 108 2.8 50.7 13 14 

3. 1.80 20 89.29 1792 221 2.3 53.9 13 30 

4. 1.63 20 91.22 1870 238 2.1 53.2 12 32 

5. 1.49 20 92.68 1956 242 1.7 50.1 11 34 

6. 1.35 20 93.98 1980 256 1.8 48.1 10 36 

φ = Wire diameter in mm 

Ap= Area reduction per pass in %  

At = Total area reduction in %. 

Ts = Tensile strength, MPa. 

T = Temp. rise in 0C in each pass. 

El = Total elongation %. 

Ct = Total contraction% 
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II. RESEARCH RESULTS: WIRE 

PROPERTIES 

 The wire rod were examined at Tata steel plant 

for the following properties: tensile strength (Ts) in MPa, 

total elongation (El) in %, contraction (Ct), number of 

twists Nt, Number of bends Nb. The mean values in the 

table were calculated for the mechanical properties of the 

1.35mm wire drawn from the 5.5mm wire rod (steel C 45) 

at two draw speeds (10m/s and 30m/s). Table 5 shows the 

same values for the wire drawn from the 5.5mm wire rod 

(C-56) at draw speeds (10m/s to 30m/s). 

 The following parameters were calculated for 

each draw: average temperature on the cross section of the 

wire (T), wire surface temperature (Tt). Table 4 shows the 

value of calculated parameters for all draws with a speed 

10m/s for steel C45 at a speed of 30m/s. Table 5 shows the 

value of A, At, Ts, T, Nb, Nt for all draws for steel C56 at a 

speed of 10m/s and 30m/s in the final. The wire surface 

was observed with an optical microscope at the 

magnification of 400x. 
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On the base of a preliminary analysis of data from tables 

1-4 and others, it has been decided that process parameters 

and mechanical properties of tested wires will be estimated 

for all initial draws, three final draws and last one. This 

will be helpful in precisely estimating the effect of the 

draw speed on the above mentioned features of the process 

and wires ,it can be stated that value of draw stress 

component in the initial group of draws are independent of 

a draw speed( for given steel grade). Also that they 

increase for the final three draws and are highest for the 

last draw. The calculated values of this draw stress 

component for test wires made from steel C45 are lower 

than those made from steel C56. A similar relationship can 

be seen for the frictional component of draw stress. In 

general, the contribution of the friction component in a 

draw stress is smaller than that for a deformation one. 

  Regarding the effect of draw speed on 

temperature of a wire surface, Table 4 and 5 shows that it 

is similar at a slow draw speed, 10m/s, for all three groups 

of analyzed draws for steel C45. The result, respectively 

http://www.ijaers.com/


Gawali and Kundu                                             International Journal of Advanced Engineering Research and Science, 11(8)-2024 

www.ijaers.com                                                                                                                                                                               Page | 18 

are: draws (1-10) 100 - 1400C, draws (11-12) 240 - 2500C 

and for last draw,255- 2600C. Drawing at a speed of 30m/s 

for this same steel, the comparative surface temperatures 

are : draws (1-10) 100 - 2400C,draw (11-12) 260 - 2650C 

and for last draw 274 - 2760C. Drawing wires made from 

the C56 steel resulted in higher surface temperature than 

for all analyzed wires made from C45 steel, but also in this 

case for a draw speed of 10m/s the temperature goes on 

increasing as the carbon percentage increase for draw (1-

10) the temperature rise is 10-150c for draw (11-12) 

temperature rise is 4-80c for last draw the temperature rise 

is 40c. For a speed of 25m/sec for the considered group of 

draw the temperature rise for draw (1-10) is 150c, for draw 

(11-12) temperature rise is 3-40c, for last draw temperature 

rise is 20c. 

          Regarding the effect of drawing speed on number of 

bends, Table 4 and Table 5 shows that the number of 

bends for draw (1-10) having same value, for draw (11-12) 

the number of bend decrease by 1, for last draw the 

number of bend decreased by 1.But as the carbon 

percentage increases from C45 to C56 the number of 

bends decreased by 1. 

          Regarding the effect of drawing speed on the torsion 

value, Table 4 and Table 5 shows that for C45 as the speed 

varies from 10m/sec to 30m/sec the torsion value for draw 

(1-5) increases by 1, for draws (6-13) increases by 2.And 

as the carbon increases from C46 to C71 the torsion value 

for draw (1-5) decreases by 1, for draw (6-13) decreases 

by 2. 

Drawing speed was found to have a remarkable 

effect on tensile strength. The tensile strength in MPa 

initially having lower value but increases constantly from 

first pass to last pass. For carbon C – 45, from 793MPa to 

1820Mpa when the speed is 8m/sec, but tensile strength 

increases 793 to 1852MPa, when the speed is 30m/sec. 

 

  For C – 56 the tensile strength increases 

from first to last pass 1038MPa to 1870MPa, when speed 

is 8m/sec and tensile strength increases from 1038MPa to 

2097MPa when the speed is 25m/sec. 

 Thus at high speed and high carbon the value 

increases by 5 to 10%. 

 

III. CONCLUSIONS 

1. The increase of speed from 8m/sec to 25m/sec caused 

the increase of tensile strength about 5-6%. 

2. The increase of speed causes rise in temperature, 

which is required to reduce to avoid strain hardening 

and wire breakage. 

3. The increase in speed causes to reduce number of 

bends by 8-10%.and also as the carbon percentage 

increase the number of bends goes on decreasing. 

4. Higher speed decreases the number of twists 

observed. 

5.  At higher speed it is observed that the surface of the 

wire is smoother than at lower sped. 

6. At higher speed the number of bends decreases and it 

again decreases by increases in the carbon percentage 
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Abstract— This paper designs an intelligent self-propelled sprinkler car 

with Arduino UNOR3 as the control board. The vehicle is equipped with 

an ATmega328P single chip microcomputer, sensor expansion board, 

L298N motor drive module, infrared tracking sensor, infrared obstacle 

avoidance sensor, sprinkler module, and power module, and also 

equipped with a speed measurement code disk. C code written by Arduino 

IDE software is used to control the car, so as to realize tracking cruise 

and infrared obstacle avoidance functions. The car system can cruise 

according to the black route set in advance on the flower base, and 

control the car through the C code written by Arduino IDE software, so as 

to realize the tracking cruise and infrared obstacle avoidance functions. 

This design realizes the self-walking water spraying function on this 

theoretical basis. 

 

I. INTRODUCTION 

Traditional agriculture used to require a lot of 

manpower to solve the problem of growing crops, and 

today, productivity and science and technology have made 

greater progress, and now the young people who are 

willing to engage in agricultural work are decreasing, so a 

large number of machines is needed to replace human 

labor in agricultural mechanization production. In the 

current social environment of rapid development of 

science and technology, the development of science and 

technology has provided an innovation rate of more than 

50% for the progress of agricultural science and 

technology. Agricultural scientific and technological 

innovation has been significantly improved, and the 

transformation and promotion of achievements have been 

continuously expanded and strengthened, which basically 

covers the production and planting of major improved crop 

varieties, and the proportion of livestock and poultry of 

excellent varieties has increased year by year. These 

measures undoubtedly make important contributions to 

ensuring the safety of food production, the effective supply 

of agricultural products, and the improvement of farmers' 

income [1].Agricultural science and technology is 

gradually becoming the core competitiveness of modern 

agriculture, the source of endogenous after-effects, and a 

new sector of transformation and upgrading. The 

importance of modern science and technology in 

agriculture is becoming increasingly prominent. The 

overall management level of traditional agricultural 

science and technology enterprises has been continuously 

optimized and improved, and breakthroughs have been 

made in basic research and strategic high-tech innovation, 

A large number of major innovative teaching 

achievements have been achieved at the world's advanced 

cultural level, and high-quality results have been obtained. 

The flower industry is one of the fastest growing and most 

stable industries in the world [2] and one of the sunrise 

industries with the greatest development potential in the 

world. Countries all over the world now attach importance 

to the development of flowers to increase their 

competitiveness in the international market. Efforts to 

develop the flower industry can occupy a favorable 

position in the future international competitiveness.  
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Science and technology are the primary productive 

forces. In order to enhance the competitiveness of the 

flower industry, it is necessary to improve the technical 

content of flower products [3]. In mountainous and semi-

hilly areas, faced with a small area of arable land, it has 

brought great difficulties to mechanized operation, and 

mechanized planting cannot be carried out to improve 

efficiency and yield. Such a growing environment, if not 

adjusted, cannot keep up with the development of 

modernization and can not further improve the income of 

farmers.  

Due to the backward development level of planting 

information technology and mechanization, the quality of 

flowers is poor and the lack of market competitiveness. At 

present, the sales market of high-end flowers in China 

mainly relies on imports, which is one of the reasons why 

flower products cannot be promoted quickly. In small 

flower planting and flower wholesale bases, flower 

irrigation has become a technical problem. According to 

the traditional artificial intelligence irrigation management 

method, workers need to use hand watering cans to 

sprinkle water, and there is a serious waste of water 

resources through artificial irrigation. The flower industry 

is labor-intensive and requires a large number of people 

[4]. Market feedback, general small flower plants, and 

flower wholesale base available labor shortage. There may 

be a shortage of manpower in the booming season, which 

leads to some flowers withering. Flower quality decline 

caused dehydration, to a certain extent, affecting the sales 

of flowers.  

Under the environment of vigorously supporting 

agricultural innovation, with the continuous development 

and innovation of single-chip microcomputers technology, 

single-chip microcomputers has become simple and easy 

to learn, and the application field of single-chip 

microcomputer has gradually broadened, and is favored by 

many agricultural technical personnel. Intelligent cars 

based on Arduino motherboard control have also become a 

hot issue in the field of artificial intelligence technology. 

From the current market prospect analysis, self-propelled 

vehicles are widely used in industry, national defense, 

logistics, agriculture, and other fields. From the 

perspective of market development economic research, 

this design designs a self-propelled sprinkler car that 

should be used in small flower beds and small flower 

factories. The small car system can cruise according to the 

black route set in advance on the flower base, and it also 

has an infrared obstacle avoidance function. On the basis 

of this theory, the self-walking sprinkler function can be 

realized. Because the intelligent car controlled by the 

Arduino motherboard has a relatively complete 

measurement system and man-machine operating system. 

Compared with other chips, it is easier to use in 

agriculture. Dual-function address segment of on-chip 

RAM, so that the user is very convenient to use, and the 

fault tolerance rate is low, more human. The use of 

multiplication and division instruction, this instruction to 

programming also brings a lot of convenience. Otherwise, 

in the case of many 8-bit microcontrollers without 

multiplication functions, it is very inconvenient to program 

and call the subroutine when multiplying. The 

microcontroller has been effectively developed in the 

development of electronic information technology. The 

enterprise can ensure that the microcontroller can work 

normally and orderly in a very complex computer and 

control working environment.  

In order to continuously improve agricultural 

innovation and mechanization of flower planting in 

mountainous and semi-hilly areas, an intelligent self-

walking sprinkler car with Arduino UNOR3 as the control 

board is designed in this paper. The vehicle is equipped 

with an ATmega328P monolithic machine, sensor 

expansion board, L298N motor drive module, infrared 

tracking sensor, infrared obstacle avoidance sensor, 

sprinkler module, power module, and other modules, and 

equipped with a speed measurement code disk. C code 

written by Arduino IDE software is used to control the car, 

so as to realize tracking cruise and infrared obstacle 

avoidance functions. The intelligent self-propelled 

sprinkler car solves the problem of serious waste of water 

resources caused by workers' need to carry the water bottle 

to sprinkle water, and also improves the mechanical rate of 

flower planting. 

 

II. HARDWARE AND SYSTEM DESIGN 

2.1 Motor drive system 

Based on the use of two 18650 lithium batteries, the 

L298N DC motor drive module is used to control the 

movement of the motor. L298N is a special drive 

integrated circuit, belonging to the H-bridge integrated 

circuit, its output current increases, power increases. Its 

output current is 2A, the maximum current is 4A, and the 

maximum operating voltage is 50V [5]. The L298N chip 

can drive two two-phase motors or one four-phase motor 

with simple circuit and convenient use, and realize the 

forward and reverse of the motor through the control of the 

I/O port [6]. Since the digital signal output of the drive 

module needs to be controlled to control the car, the 

module is connected to the Arduino UNOR3 controller. 

The received digital signal is processed, then fed back to 

the motor drive module, and finally the motor is driven to 

operate [7]. In the selection of the motor, because the 

power supply is not an AC power supply, four DC motors 
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are selected as the drive motor. The electric pulse 

generated by the DC motor during operation has less 

influence on the MCU, so the error can be controlled in a 

reasonable range. If AC motors are used, not only should 

the power supply be replaced with a AC power supply, but 

we also need to increase the AC voltage regulator. Because 

the DC motor can provide enough power and torque for 

the normal drive of the car, if the output power of the DC 

motor is not enough, it can also increase the torque by 

improving the structure of the motor wheel, so that 

although the speed of the car is reduced, it can provide 

enough power for the car to drive in the mountainous and 

semi-hilly areas. The specific method of motor logic 

forward and reverse rotation is shown in Table 1: 

Table 1: Motor logic control [8] 

1 IN2 ENA Motor state 

X X 0 Stop 

0 0 1 Stop 

1 1 1 Stop 

1 0 1 Foreward 

0 1 1 Reversal 

 

2.2 Control module 

The control board uses the ATmega328P 

microcontroller with 32KB memory and the ATmega16 

data processing chip with 32KB memory. There are 14 

digit ports on the control motherboard, six of which are 

PWM outputs [9]. It is also equipped with an OREF 

standby port for use by external extenders. Processing 

control chip and data processing chip, the motherboard is 

also equipped with a power connector to provide +5V for 

VCC use. The analog input interface on the motherboard 

can be seamlessly used with many types of digital-to-

analog converters and analog-to-digital converters, so the 

Arduino motherboard can be perfectly combined with the 

sensor expansion board, with low fault tolerance, high 

efficiency, easy control, and accurate input and output. 

The USB data transmission port on the motherboard can 

be directly connected with the COM driver port of the 

computer, which reduces the error in the process of 

program burning. The advantage of the Arduino UNO R3 

motherboard compared with the traditional STC51 

microcontroller is that the motherboard is equipped with 

the ATmega328P microcontroller with convenient control 

and the ATMEGA16U2-MU(R) data processing chip with 

strong data processing capacity. In this way, you do not 

need to build a single-chip microcomputer minimum 

system like a 51 microcontroller to realize the processing 

of the electrical signal collected by the sensor. The 

Arduino UNO R3 motherboard control system is simple. 

The built-in digital-to-analog converter and analog-to-

digital converter not only make the system simple, but also 

make the data processing more accurate and efficient [10]. 

Although the circuit diagram of the STC51 microcontroller 

is simple,  excluding the chip itself, it is necessary to 

attach a lot of control components to build a complete 

system, and the Arduino UNOR3 motherboard itself is 

equipped with many control components and converters, 

which is equivalent to the smallest system of a 

microcontroller. 

2.3 Selection of single chip microcomputer 

SCM has many characteristics, such as small size, 

high integration, easy system expansion, high reliability, 

and a short application development cycle [9]. According 

to the sensor and function requirements of the self-

propelled car, the design chooses ATMEGA16U2-MU(R) 

as the CMOS control chip. ATmega16L, an 8-bit AVR 

microprocessor with high performance and low power 

consumption, is adopted, which can execute 131 

instructions [12], which is the optimal choice of this design. 

Moreover, 32 programmable IO ports can be used 

simultaneously in the execution time of instructions in a 

single clock cycle. The running time of the program is 

greatly shortened [13]. The ATmega16 package pin 

definition is shown in Fig 1 : 

 

Fig 1. The ATmega16 package pin definition 
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Table 2. Other pin details [13] 

     

Definition 

 

Pin 

Function Special Function 

VCC 5V Power source NC 

GAD Ground connection NC 

PAD-PA7 8-bit bidirectional I/O 

port 

NC 

PBD-PD7 8-bit bidirectional I/O 

port 

NC 

PCD-PC7 8-bit bidirectional I/O 

port 

Timing oscillation 

pin 

PDO-PD7 8-bit bidirectional I/O 

port 

Input and output 

matching pins 

RESET Reset the output pin NC 

XTAL1 Reverse oscillation 

amplifies output 

On-chip current is 

fed into the end 

XTAL2 Reverse oscillation 

amplifies output 

NC 

 

The VCC pin in the figure is A digital power pin, 

GND is a ground pin, and pin PA7-PA0 is the analog input 

of an A/D converter. Under normal circumstances, PA is 

in a high resistance state, and the corresponding level of 

the MCU is low. Pin PB0-PB7 is also an eight-bit 

bidirectional I/O port, with pin characteristics similar to 

PA7-PA0. PC0-PC7 is also an 8-bit bidirectional I/O port, 

which can be connected to a pull resistor to maintain the 

low level of the pin [13]. The pull-up resistance can be 

activated if some pins are grounded and acts as a control 

element. At the same time, the pin PC can also be used for 

different special functions. Other pin details are shown in 

Table 2. It is precisely because ATmega16 has these 

advantages, so that the car can be active development in  

future development, but also to allow developers to 

achieve in-machine rectification, without destroying the 

integrated PCB board, you can directly carry out active 

development. 

2.4 Motor drive module 

Because the DC motor has the characteristics of small 

size, light weight, large torque transmission, and easy 

control, the self-propelled sprinkler uses four small DC 

motors, which are installed on both sides of the chassis, to 

drive the four wheels of the car, which is the power part of 

the car. Because the output voltage of the pin is weak 

through the single-chip microcomputer system at a high 

voltage, it is difficult to directly invest in driving the DC 

motor, so the L298N motor drive is installed, the software 

control of the L298N is simple, compatible programming 

languages and syntax are more, and the working voltage 

can reach 46V. The output current is large, the 

instantaneous peak current can reach 3A, and the 

continuous working current is 2A [5]. Rated power: 25W. 

The L298N chip contains two H-bridge high-voltage and 

high-current full-bridge drivers, which can be used to drive 

DC motors, stepper motors, relay coils, and other inductive 

loads. The external detection resistance can be connected 

to feed back the change to the control circuit dynamic 

module [15] . This design uses 4 pins provided by the 

module to enter the microcontroller signal, adopts a 

jumper cover for flexible selection, adopts PWM speed 

control, and bit microcontroller output pins to provide 

sufficient driving force for the car to run in mountainous 

and semi-hilly areas. The schematic diagram of the L298N 

circuit is shown in Fig 2 .  

 

Fig 2. Schematic diagram of motor drive circuit 

 

2.5 Infrared tracking module 

The infrared detection sensor module is made 

according to the principle that the infrared tube detects the 

reflected light outside the red, the deep color is weak, and 

the light color is strong. In the tracking process of the car 

to the black line, if the black line is detected, the 

microcontroller will return a low level. When the 

microcontroller pulls the level high, that is, the high level, 

the car stops moving forward. The distance between the 

front end of the photoelectric sensor and the reflector 

should be kept within the specified range. The sensor must 

be installed in a place that is not directly exposed to strong 

light, because the infrared light in the strong light will 

affect the normal operation of the infrared transmitter 

current of the photoelectric sensor of the receiving tube, 

which will reduce the anti-interference performance of the 

transmitter sensor on the one hand, and the sensitivity of 

the receiver will be stricter because the signal is too weak. 

The circuit schematic diagram based on TCR5000 infrared 

tracking is shown in Fig 3 . 
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Fig 3. Circuit diagram of infrared tracking module 

 

2.6 Sprinkler system 

The design scheme of the sprinkler system designed 

in this study is to add a separate rotating nozzle to the top 

of the car connected to the water pipe, and the water 

pressure is different from the spraying range. The nozzle 

has two modes, adjustable Angles of 15-45 degrees, to 

achieve direct and oblique injection modes. Each group 

has four nozzles at different angles. The single-chip 

machine is used to drive the pulse signal of the stepper 

motor to subdivide the angular displacement, so that two 

sprinkler modes are switched by rotating the nozzle angle: 

direct spray for a large quantity of water, and oblique 

spray for a large area of water [15].  At the same time, 

each sprinkler rod of the three-way propeller has its own 

four development angles to carry out different water 

outlets, and each water outlet is sprayed to each corner at a 

different angle to make irrigation more uniform and cover 

a greater impact on the area. A water storage tank is 

installed behind the car, and then a variable flow 

centrifugal pump is installed, and then connected to the 

nozzle, so that agricultural irrigation can be achieved. The 

addition of water tanks and centrifugal pumps also 

increased the weight of the car, so it was necessary to 

convert two lithium batteries into storage pools to improve 

the durability of the car. Since the L298N can only input a 

maximum voltage of 33V, it is necessary to add a voltage 

regulator control module. This design scheme requires the 

car to have good waterproof performance, so the Arduino 

motherboard needs to be waterproof packaging. The 

intelligent sprinkler car can solve the problem of needing 

manpower to irrigate the flower field, reduce the use of 

labor, and improve the productivity of flowers and other. 

2.7 Infrared obstacle avoidance module 

Compared with some other infrared obstacle 

avoidance sensors, this design adopts the LM393 infrared 

obstacle avoidance module. The infrared obstacle 

avoidance module can be directly connected with the 

MCU system, and the module has its own analog-to-digital 

converter, so it does not need to build an analog control 

circuit. The working principle of infrared obstacle 

avoidance and infrared tracking is the same. All functions 

are performed according to the degree of infrared light 

acceptance. Therefore, infrared obstacle avoidance is also 

the same as infrared tracking, which is limited by more 

factors and prone to problems, so other obstacle avoidance 

modules are needed to supplement the obstacle avoidance 

system of the car. The circuit of the LM393 infrared 

obstacle avoidance module is shown in Fig 4. 

.  

Fig 4. Circuit diagram of LM393 infrared obstacle 

avoidance module 

 

In the entire control logic, the control logic of infrared 

obstacle avoidance and infrared tracking is the same, and 

even the entire control program is the same, but the 

definition and scope of variables are not the same. 

2.8 Ultrasonic obstacle avoidance sensor module 

Ultrasonic sensor is a range sensor. Developed 

according to the characteristics of ultrasonic waves, it has 

the characteristics of high quality and low price. Acoustic 

ranging refers to the use of the speed of ultrasonic 

propagation in the medium, by measuring the ultrasonic 

propagation time, calculate the distance between the 

measured object and the ranging equipment. The formula 

for the propagation speed of ultrasonic wave in the 

medium is: c = f λ [16] , where c is the propagation speed 

of ultrasonic wave in the medium, f is the frequency of 

ultrasonic wave, λ is the wavelength of ultrasonic wave in 

the medium. Test distance D=(T×C))/2, high electric level 

time T, and sound speed are expressed by C, C=340m/s 

[17].  Ultrasonic obstacle avoidance is real-time and 

effective, which is not possessed by red obstacle avoidance. 

However, there are also certain limitations, such as 

detection time blind area, ultrasonic transmission speed 

instability, reverberation signal interference, and other 

problems [8], so this design also adds a radar obstacle 

avoidance sensor. 

2.9 Radar obstacle avoidance sensor 

Lidar is composed of a rotating triangle rangefinder. 

Through continuous rotation, measurement of the distance 

can be obtained with the radar as the center of the circle, 

the distance of a number of points around, if the data is 

drawn in the polar coordinate system, you can see a two-
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dimensional map, if the computer has obtained a map of 

the space, so that the positioning of the machine is possible. 

This is the promising application of SLAM, also known as 

CML. This design intends to use ROLIDARA 1360°5.5 

Hz OPTMAG optical magnetic fusion laser scanning 

ranging radar. The radar has a measuring range of 12 

meters radius, 360 degree scanning ranging, and 8000 

measurement frequencies per second. But considering the 

practicability problem, this design only carries on the 

software control to the radar module. From the analysis of 

software control debugging results, radar detection and 

control are very difficult, and the control program is larger 

than other sensor modules, but the core of the whole radar 

detection and control is not the collocation of hardware 

circuits but the writing of the software control program. 

The combination of a radar obstacle avoidance sensor, 

infrared obstacle avoidance, and ultrasonic obstacle 

avoidance improves the obstacle avoidance of the car in 

the process of irrigation of flowers more accurately.  

2.10 Bluetooth remote control module 

The Bluetooth module used in this design adopts the 

BC417143 Bluetooth chip, which is a new module suitable 

for wireless transmission of embedded serial ports. It not 

only realizes wireless communication between 

measurement and control instrument and PC but also 

wireless communication between multiple measurement 

and control devices and can reduce complex onsite 

connections [19]. The Bluetooth chip works at 3.3V, while 

the MCU works at 5V, and there is a logic level mismatch 

problem. And the T0 pin cannot tolerate the MCU's 5V 

logic level. For this reason, the 1117 chip is used for level 

conversion and 3.3V output [5]. There is much research on 

the influencing factors of limited control activities on PC. 

Many flower planting and production bases and flower 

wholesale bases in China are not equipped with PC 

terminals, which brings a lot of inconvenience to users 

[20]. When the flower field is not suitable for infrared 

tracking, the car can also be flexibly controlled by the blue 

tooth remote control to water the flowers. 

 

III. PROTOTYPE TESTING 

   According to the working principle of each module, the 

car is installed, and the C code written by ArduinoIDE 

software is compiled, verified, and recorded on the 

motherboard, and the infrared obstacle avoidance and 

infrared tracking functions of the car are tested. After 

testing and improvement, the vehicle can be used to 

achieve tracking cruise and infrared obstacle avoidance. 

After the car is fixed, the various sensors of the car are 

tested according to the set procedure to determine whether 

the car can display a specific function. Within a certain 

range, draw a thick black line to test the tracking function 

of the car, and then test the obstacle avoidance function of 

the car with a straight line program. Place the car within a 

specific obstacle range, make the car move towards the 

obstacle, and observe whether the car avoids the obstacle 

[9]. Before the test, the ATmega16 chip and ATmega328P 

chip need to be tested. Only when these two chips work 

properly, can the subsequent test be carried out normally. 

It is difficult to test ATmega16 directly, so the 51 MCU 

learning board is used for auxiliary testing. In this test 

process, an AD converter and a DA converter are required. 

During the process of screwing the potentiometer, if the 

digital tube on the test board can respond to the 

corresponding change and the digital tube shows a value 

between zero and two hundred and fifty-five, it is normal 

[20]. In order to make the test results more accurate, two 

test programs are used to test, one is to respond to the 

change of AD, and the other is to respond to the change of 

DA. After the test, it was found that the display of the 

digital tube was normal, and then the DA was tested, and 

this test process only needed to observe the process of the 

LED going from dark to light and then out. After testing, it 

was found that the LED appeared from dark to light and 

then to extinguish the phenomenon, which is a normal 

phenomenon. 

 According to the above test results, the ATmega16 chip 

can process data normally and act as a data processing chip, 

which meets the design requirements [13]. After testing 

the ATmega16, the ATmega328P chip is also required to 

be tested to ensure the normal operation of the self-

propelled car. This test is based on the 51 microcontroller 

learning board. During the test, the 80C51 microcontroller 

on the learning board is replaced by the ATmega328P 

microcontroller. Because the temperature signal is the 

easiest signal to detect and process, this design uses 

temperature as a variable to test the response of the L298N 

drive motor based on ATmega328P control. Set at a 

certain temperature, when the temperature is greater than 

or equal to the temperature, the motor runs, when the 

temperature is less than the temperature, the motor stops 

running. In order to observe the temperature change more 

clearly, it is necessary to display the temperature on the 

computer through serial communication to ensure the 

accuracy of the test results [11]. Before using serial 

communication, it is necessary to test the COM port of the 

computer, and the next test can be carried out after the test 

is wrong. After the test, the working state of the LED can 

be accurately fed back to the computer, that is, the COM 

of the computer meets the serial port exchange protocol, so 

the next test can be carried out. After testing, the MCU can 

respond to the changes of the sensor, and the MCU can 

also control L298N according to the different values for 
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different actions. From the above tests, it can be seen that 

there is no temperature of slow response and inadequate 

response of the monolithic machine, and there is no 

problem of data processing error and unsuccessful 

response of the data processing chip. Therefore, the 

hardware circuit can be built and all modules can be tested. 

 

IV. RESULTS AND DISCUSSION 

Multiple rounds of repeatability experiments were 

carried out to consolidate the reliability of the 

experimental results and verify their repeatability, and the 

functional test results of cars numbered 1 to 15 were 

analyzed, as shown in Table 3. As can be seen from Table 

3, no exception was found in each user module in the 

second, third, ninth, eleventh, fourteenth, and fifteenth 

tests, and no exception was found in the other tests. From 

the whole test results, except for the sixth experimental test, 

there is only one module exception in each exception test. 

In the sixth test, infrared sensor tracking and ultrasonic 

obstacle avoidance were abnormal. The number of infrared 

obstacle avoidance anomalies was 3, 4, 8, and 13, 

respectively. There are six and ten anomalies in the 

infrared tracking. There were 5 ultrasonic obstacle 

avoidance anomalies, which were 1, 5, 6, 7, and 12 times, 

respectively. From the frequency analysis of the fault, the 

frequency of some faults in ultrasonic obstacle avoidance 

reaches the highest, followed by infrared obstacle 

avoidance, and finally infrared tracking. It can be seen 

from the above analysis that, in addition to the motor drive, 

other modules have anomalies in the test process, among 

which the ultrasonic obstacle avoidance module has more 

abnormal times, and the infrared tracking and infrared 

obstacle avoidance module has fewer abnormal times. The 

L298N motor drive module is hardware controlled, so the 

failure rate is zero.  

                                                                    N: Normal  

U: Unnormal 

Table 3 Test experimental data 

module 

 

Serial 

number 

Infrared 

obstacle 

avoidance 

Infrared 

tracking 

Ultrasonic 

obstacle 

avoidance 

Motor 

drive 

1 N N U N 

2 N N N N 

3 N N N N 

4 U N N N 

5 N N U N 

6 N U U N 

7 N N U N 

8 U N N N 

9 N N N N 

10 N U N N 

11 N N N N 

12 N N U N 

13 U N N N 

14 N N N N 

15 N N N N 

 

When the infrared tracking module works, infrared 

rays are emitted from the TCRT5000 sensor. If the emitted 

infrared rays are not reflected back by the ground or have 

been reflected back, in this case, the voltage of pin 3 is 

lower than the voltage of pin 2, the DO of the output pin is 

high, and LED1 is in the off state. Otherwise, the sensor 

has the following characteristics: the detection reflection 

distance is 1mm-25mm; LM393 output, strong driving 

capacity, more than 15mA; operating voltage: 3.3V-5V 

[11]; TCRT5000 infrared reflection sensor is adopted. Due 

to the limited detection reflection distance, a length of 5 

mm should be reserved when installing the infrared 

tracking sensor. In the process of testing, the front end of 

the sensor should be parallel to the work piece object to be 

tested, so that the conversion efficiency of the 

photoelectric sensor is the highest. The distance between 

the front end of the photoelectric sensor and the reflector 

should be kept within the specified range. The sensor must 

be installed in a place where it is not directly exposed to 

strong light, because the infrared light in the strong light 

will affect the normal work of the current of the infrared 

transmitter of the photoelectric sensor of the receiving tube, 

which will reduce the anti-interference performance of the 

transmitter sensor on the one hand, and the sensitivity of 

the receiver will be stricter because the signal is too weak. 

The probability of infrared obstacle avoidance problems is 

higher than that of infrared tracking. Not only the light has 

an impact on the obstacle avoidance sensor, but as long as 

the time is long, the impact of the LED emission line 

frequency on the obstacle avoidance function of the entire 

car is also self-evident. 

Compared with infrared obstacle avoidance, although 

the range of distance measurement is not very large, the 

accuracy of the ultrasonic ranging system can reach the 

upper level of millimeters. Using a serial debugging 

assistant and an oscilloscope to assist the test, the 

realization of the system is more reliable. Of course, there 

are many factors that affect ultrasonic distance 
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measurement, but as long as the program control is done 

well, the advantages of ultrasonic obstacle avoidance are 

far greater than infrared obstacle avoidance. Infrared 

tracking, infrared obstacle avoidance, and ultrasonic 

obstacle avoidance are controlled by software, with more 

shadow and noise factors and a higher failure rate than 

motor drive modules. In software control, the key factor is 

the program itself, the code quality directly affects the 

stability and reliability of the system. By optimizing code 

structure, simplifying logic, and adopting good 

programming habits, the probability of program error can 

be significantly reduced, and the maintainability and 

extensibility of the system can be improved. Therefore, it 

is necessary to optimize the design of C code, improve 

variables, syntax, and parameters, and use two designs to 

represent certain statements in the program, the alternate 

control program. Because of the compatibility problem of 

the control program, the backup program can play a 

protective role in the process of software debugging. At 

the same time, the standby program as a comment does not 

take up chip memory. In Bluetooth control, by simplifying 

C code, the problems of Bluetooth module matching 

failure, data transmission being inaccurate and not timely 

are solved. 

（1）C code before modification 

Void blinker_car_detect(){if (!digital 

Read(C_BAR_PIN)) 

{if (!is Warn){ 

Blinker.vibrate();Is 

Warn=true;car_os_time=millis();} 

Else if (millis()-car_os_time>=5000) 

{isWarn=false;}} 

else{ 

Is Warn=false;}} 

Modified C code: 

Void 

bilnker_car_control(uint8_tcl_pwm,boolcl_dir,uint

8_tcr_pwm,boolcr_dir) 

{digitalWrite(IN4,cl_dir);DigitalWrite(IN1,cr_dir);

Analog Write(IN3,cl_pwm);Analog 

Write(IN2,cr_pwm);} 

（2）C code before modification: 

#if defined(BLINKER_CAR_DEBUG) 

BLINKER_LOG4("L_PWM:",L_PWM,"|L_DIR:",

L_DIR);//Return value 

BLINKER_LOG4("R_PWM:",R_PWM,"|R_DIR:"

,R_DIR);Blinker.delay(2000); 

#end if 

Modified C code: 

{void loop() 

Blinker.run();{if ((millis()-t)>timeout)//Read the 

number value directly without returning it 

t=millis();timeout=2000;blinker_car_init();} 

The modified code uses complex embedded syntax, 

which is easy to cause numerical reading errors, while the 

modified code uses function parameters to reduce 

embedded statements to pass the PWM value and direction 

of the left and right wheel, avoiding the use of global 

variables, making the function more modular and easy to 

maintain, and making the code numerical reading more 

accurate. It can be seen from before and after the 

modification that the modified code is simpler and the 

syntax is clearer. By simplifying logic, standardizing 

variable naming, and adopting function encapsulation, the 

readability and maintainability of the code are improved, 

and the error probability is reduced. It not only reduces the 

size of the entire program, but also significantly the 

probability of program errors. The application of Bluetooth 

modules in intelligent cars is increasingly widespread, but 

its real-time and stability still need to be further improved. 

By optimizing the Bluetooth communication protocol and 

data processing algorithm, the accuracy and timeliness of 

data transmission can be improved to meet the needs of 

more application scenarios. In summary, the intelligent 

sprinkler car based on a single chip microcomputer has 

achieved remarkable results in ultrasonic ranging, C code 

optimization, and Bluetooth control, which provides a 

useful reference for the development of the intelligent car 

field. In the future, the comprehensive performance and 

stability of the system can be improved through further 

technological innovation and optimization. 

 

V. CONCLUSION 

This design is based on the control of Arduino by the 

motherboard to increase the sprinkling function. After the 

system is powered on, the designed intelligent irrigation 

car shows good reliability, stability, and fast response 

speed. The car can set the irrigation route of crops in 

advance according to the flower base, which solves the 

problem of inconvenient watering time of small flower 

beds and flowers to a certain extent, and the system can 

provide convenient watering of flowers for some people 

who like to cultivate flowers but have difficulty moving. It 

also brings convenience to flower planting and flower 

wholesalers to a certain extent, improves work efficiency, 

and also promotes the application of agricultural 

innovation in planting flowers. At the same time, this 
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design has more room for development. In addition to the 

conventional red obstacle avoidance and infrared tracking 

functions, the addition of Bluetooth control, ultrasonic 

obstacle avoidance, radar detection, and scanning 

functions will make the car in mountainous and semi-hilly 

areas more flexible to avoid obstacles and more safe 

driving. 
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Abstract— This paper uses the theory of Heat Exchangers to estimate the 

relationship between the outlet and the inlet and is written in conjunction 

with Fluent to simulate the impact of the air conditioning system on the 

environment in the car. The outside environment also affects the inside of 

the car, and this paper experiments to obtain outlet environment data and 

set it as the boundary conditions. The thermal comfort index in this paper 

will use experimental parameters to compute the results and analyze the 

results of the data to address people's requirements for the quality of the 

driving environment and provide a better driving environment. 

 

I. INTRODUCTION 

In vehicle design, thermal comfort not only affects 

the immediate feelings of passengers but is also closely 

linked to driving safety, health, and energy efficiency [1]. 

An appropriate temperature in the car reduces the driver’s 

feeling of fatigue and increases his attention and response 

speed, thereby reducing the risk of traffic accidents. In 

addition, at comfortable temperatures, the body’s 

physiological function is more stable and can effectively 

avoid physical discomfort caused by heat or overheating, 

such as colds, strokes, or joint pain [2]. From an energy-

efficient point of view, a reasonable heat comfort design 

can optimize the use of the air-conditioning system, reduce 

unnecessary energy consumption, and have a positive 

impact on environmental protection and the economy. 

The in-room heat comfort model is a very important 

technical problem in the design of an in-room heating and 

air conditioning system [3]. The model is composed of two 

parts, namely, the Model of Calculation of the Comfort of 

the Heat Environment in the Car and the Model for 

Calculating the Comfortable Heat in the Car [4]. The first 

one is studied by three professors, Wang Baoguo, Jin 

Yanmei and Liu Shuyan. This model is mainly aimed at 

the problem of the thermal comfort of the human body in 

the car. The model uses the Calculative Model of Comfort 

in the Thermal Environment and the calculative model of 

the assessment of the caloric comfort in the body of the car 

under the Non-uniform Thermal Comfort Environment 

proposed by three professors. It can analyze and predict 

the heat comfort problems of the whole car room. This has 

an important role in improving the structure and design of 

the air conditioning system in the vehicle. 

With the advancement and development of modern 

computer engineering science technology, computer 

technology can be used to solve fluids that meet various 

constancy conditions controlled by partial equation groups. 

The mathematical calculation of indoor flow has also made 

great progress and development in the technology of fluid 

mechanics. CFD methodology is currently a strong 

engineering scientific research and application field 

internationally and is the core and important technology 

for air conditioning systems to conduct "three 

transmissions": heat transmission, transmission of motion 

and indoor air combustion, multi-phase flow, and chemical 

reaction engineering research [5]. 
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Using the fluid mechanics CFD method, we can 

simulate and predict the phenomena of the speed field, 

temperature field, humidity field, and hazardous 

concentration fields of indoor air flow. This not only 

achieves the overall performance of the air conditioning 

system that can be simulated and forecast indoors, but also 

the possibility of multiple virtual product developments in 

the interior, which greatly reduces the number of actual 

trials, the cost of trials, and the shortening of trial cycles. 

Therefore, using the CFD model and FLUENT 

simulation, numerical simulation experiments can be 

performed faster and faster. The known in-car environment 

analysis is closely related to the impact of the air-

conditioning system in the car and the outside environment. 

For the in-vehicle air conditioning system, the theory of  

Heat Exchangers is used in this paper to estimate the 

relationship between the outlet and the back outlet of the 

car [6]. For an outside environment, this paper uses the 

values obtained from the real car experiment as the 

boundary conditions. In addition, consider the k- mode 

and the heat transmission of the cabin. The above 

conditions are introduced into the FLUENT simulation 

software to obtain changes in the temperature field and the 

speed field of the vehicle, and the results are predicted by 

the thermal comfort index PMV forecast method to predict 

the passenger's heat comfort and build a set of heat 

comfort software to analyze the comfort of the 

environment inside the car. 

With the model of the bridge car containing air 

conditioning, this study is mainly divided into the 

following four aspects for improving the problem of 

human heat comfort in cars: (1) Based on the theory of 

fluid fluid viscosity, the RNG k-ε fluid model has been 

used to calculate the air flow and temperature distribution 

in the car room. (2) In order to reflect as much as possible 

the authenticity of the physical model, the effects of 

various heat loads on the in-vehicle flow fields were taken 

into account in the establishment of the mathematical 

model, and the biological thermal boundaries were 

considered. (3) the construction of a common car physics 

model with the appropriate simplification of the area of 

study in order to study the effect of solid regions on the 

distribution of air flow speed in the vehicle room. (4) use 

FLUENT software for numerical simulation of the air 

conditioning car room; study to analyze the change in the 

air flow field in the car room when different ventilation 

positions and ventilation parameters are used; compare the 

various air flow organizations; and provide a reference for 

optimization of design. 

 

 

II. EFFECTS OF HEAT LOADS ON HUMAN 

COMFORT  

The energy balance equation of the human body and 

its surroundings is based on the energy equilibrium 

equation developed in the ASHRAE Handbook of 

Fundamentals [7] : 

crskresresskres SSECERCSQQWM ++++++=++=− )()(sk
(1) 

Among these are: M-human metabolism rate, (W/m2); 

W-humane metabolism, (W/m2); Qsk-heat loss caused by 

skin, (W/m2); Qres -thermal loss caught by respiration, 

(W/m2); S-heating energy stored by the human body, 

(W/m2); C-heater loss cause of fluid in the skin, (W/m2); 

R-heather loss causse of radiation in skin, (W/m2);  Cres-

Heat Loss from Respiration, (W/m2); Esk-Heat loss due to 

evaporation from skin, (W/m2); Eres-Heating loss caused 

by evaporating breathing, (W/m2); Ssk-Heat storage from 

skin, (W/m2); Scr-Heating storage in the body, (W/m2). 

In general, the body temperature is maintained at 

approximately 37 °C [8], and when the temperature of the 

body falls below the external ambient temperature, it is 

controlled by some mechanisms to maintain the 

temperature. The body's temperature adjustment system, 

based on equation (1), controls the temperature at a 

constant temperature, avoiding too high or too low 

temperatures. 

When the body temperature is too high to reduce the 

heat loss rate, the blood vessels shrink and change the 

blood flow rate. The heart also slows down its beat rate, 

and with the evaporation of sweat, the temperature 

decreases [10]. On the contrary, when the body's 

temperature is so low, the body produces unself-sufficient 

muscle tremors to increase heat loss, resulting in a rise in 

body temperature. 

 

Fig.1: Human thermal balance ratio chart (representing-

decrease, +increase) 
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2.1 PMV indicators 

The most common and widely used indicators for 

assessing thermal comfort are PMV (predicting average 

voting) and PPD (predictive dissatisfaction percentage). 

The PMV indicator is used to measure the comfort of a 

person in an environment [10], generated by a subjective 

assessment by many subjects of certain environmental 

conditions in a particular environment. In order to take into 

account the differences among different individuals, the 

PPD indicator has been developed in the form of 

percentages to represent the proportion of individuals who 

will feel dissatisfied under the same conditions. 

The PMV indicator is proposed by Fanger [10–11], 

controlled by the six parameters of air temperature, relative 

humidity, average heat radiation temperature, clothing 

thermal insulation value, degree of human activity, and 

relative air flow rate. The theoretical formula is: 

( ) resresc

036.0 028.0e303.0( ECEHWMPMV M −−−−−+= − ）  
(2) 

Among them : M-human metabolic rate; W-acquired 

power; H-human body dry heat loss rate; Cres-human 

respiratory thermal convergence exchange law; EC-the 

evaporative heat exchange rate of the human body at the 

heaviest heat sensing state; Eres-the human respiratory 

evaporation thermal conversion rate. 

This theoretical formula (2) has been developed 

continuously and has been formulated by the ISO-7730 

standard as follows: 
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Among these, M-human metabolic rate (W/m2) ; W-

external work (W/m2) ; ta-air temperature  (° C)  ; Icl (=clo) 

-clothing thermal insulation val (1clo=0.155m2°C/M) ; hc -

heat-transmission coefficient （ W/m2°C)  ; tcl-clothing 

surface temperature (°  C) ;  fcl - ratio of the area covered 

by clothing to the area not covered;Var-relative air flow 

rate (m/s) ; Pa-partial vapour pressure (pa) ; tr-average 

radiation temperature (°C) . 

The PMV index is the average value of the estimated 

group of 7 levels of heat sensation based on human 

thermal balance (see table 2). When the heat generated in 

the body is equal to the heat dissipated into the 

environment, the person is in thermal equilibrium. In 

medium environments, the body's thermal adjustment 

system automatically adjusts the temperature of the skin 

and the amount of sweat to maintain the heat balance. 

According to the ASHRAE comfort scale, the PMV 

value is divided into seven, from +3 to 3. When the 

calculated PMV value is zero, it indicates that the human 

body feels most comfortable in this state; +3 and -3, 

respectively, indicate that the person feels extremely hot 

and extremely cold in this condition. 

Table 2: Seven levels of sensation measurements 

 

2.2 PDD indicators 

The PMV indicator is a subjective indicator that, in 

order to take into account individual differences, derives 

the PPD indicator, which is used to estimate the degree of 

human dissatisfaction with the environment [10]. When 

the PMV indicator is sought, the following relationship 

formula can be used to solve the PPD indicator: 

( ) 24 2179.003353.0exp95100 PMVPMVPPD +−−=     
(7) 

When the PPD indicator is between +5 and -5, the 

discomfort ratio for the general person is within 10%, so 

PPD values within this range can be identified as 

comfortable. 

2.3 Correspondence between PDD indicators and PMV 

indicators 

The PPD indicator is obtained based on the PMV 

indicator, and there is a correlation between it; the 

perpendicular axis is PMV, and the perverse axis is PPD, 

calculated as a percentage. When PMV is zero, the 

corresponding PPD index is 5%, indicating that only about 

5% of people are likely to feel uncomfortable when the 

calculated PMV index is 0 when the body feels most 

PWV Thermal sensation 

+3 Hot 

+2 Warm 

+1 A little warmer 

0 Moderate 

-1 A little cool 

-2 Cool 

-3 Cold 
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comfortable. We can use this relationship to make a more 

objective assessment of thermal comfort. 

This paper uses an experimental combination of CFD 

analyzers to obtain the six parameters needed to calculate 

the PMV value. Bringing the six into the procedure written 

by equations (2) to (7), the relationship between PMV 

indicators and PPD indicators can be obtained, and the 

thermal comfort of passengers in the vehicle can be 

analyzed using this relationship. 

 

III. NUMERICAL SIMULATION OF AIR FLOW 

ORGANIZATION IN THE AIR 

CONDITIONING VEHICLE 

This paper is mainly about solving the problem of 

human body thermal comfort in the environment, and this 

problem mainly lies in the adjustment of air conditioning. 

Ventilators are an indispensable part of air conditioning. 

When adjusting the temperature, the winding angle of the 

ventilators is also important. For this, we chose winding 

angles of 30 degrees, 45 degrees, and 60 degrees to discuss. 

In this process, we measure the frequency of fixed winding 

leaves. 

Therefore, this paper uses Fluid to simulate the 

winding width of the fan leaf, leading to changes in the 

internal flow field of the car. Figure 3 is a numerical 

simulation of the process map. First, we need to establish 

the internal grid, then the boundary conditions, 

temperature, and humidity measured by the grid and the 

experiment measurement of the vehicle with the fluent to 

solve the temperature field and flow field in the vehicle, 

and finally, by comparing the experiment and the 

calculated temperature field to verify the process and 

predict PMV and PPD. 

 

Fig.3: Fluent-Simulated Process Chart 

 

 

3.1 Inside and outside of the vehicle 

The software used by GAMBIT is the FLUENT 

preprocessor. GAMBIT can build a geometry (CAD), 

build a mesh, check the quality of the mesh, and set the 

boundary area. In the area of the grid, GAMPIT can create 

a structural and non-structural mesh. The type of mesh it 

provides is quadratic, five-faceted, hexadecimal, and so on. 

3.2 Numerical methods 

  In Fluent, the main dominant equations sought to be 

solved are: continuous, dynamic, and energy equations 

[12]. In the mathematical model, in order to simplify the 

problem, Fluent uses the concept of the limited volume 

method to convert the dominant to the algebraic equation 

so that it can be resolved numerically. This limited volume 

approach exists for each control volume in the dominant 

form of a point, i.e., in a dispersed equation that holds the 

physical masses in the control volume. If φ represents an 

arbitrary physical mass, to disperse the dominance 

equation, it is first to represent in a point form φ the stable 

observation transmission of a controlling volume V as 

follows: 

  += vdSAdAdV  
       

(8) 

Among them are: V -velocity vector; A -vector-

oriented; Γϕ -φ dispersion coefficient; Sϕ -source flow item 

per φ unit of volume; ρ -density. 

 The formula (13) can be applied to the control 

volume or grid in the computational field. In solving the 

problem of pressure-speed-field fusion, the SIMPLE 

algorithm is used to solve the problem. The SIMPLE 

algorithm [13] uses speed and pressure correction to force 

quality constancy and solve pressure fields. 

3.3 Border conditions and convergence conditions 

In terms of temperature setting, the boundary 

conditions of the non-stable temperature field and time 

change in the search engine are set to adjust the 

temperature of the cold air outlet measured by the 

experimental volume to the data of the change in time, and 

the corrected equation is written as a custom function 

hanging in FLUENT.  

When the change in the stable temperature field in the 

car, the flow field, is to wait for the state of the car to 

stabilize, measure the temperature of the outlet of the 

cooling air, the window temperature, the interior 

temperature, and the seat temperature, and use the average 

value as the boundary conditions. In setting the wind speed 

of the cold air outlet, it is directly measured by measuring 

wind speed as the boundary condition. At the passenger's 

boundary conditions, the heat yield rate is 58/mw when the 

body is sitting, while the body temperature is set to 

http://www.ijaers.com/


Chen et al.                                                           International Journal of Advanced Engineering Research and Science, 11(8)-2024 

www.ijaers.com                                                                                                                                                                               Page | 32 

34.5 °C on the surface of the clothes.  Table 5 provides the 

setting of all boundary conditions. Convergence conditions, 

with the residual value to make judgment procedure 

convergence.After the boundary conditions and 

convergence conditions are determined, the final output 

can be obtained using fluid for simulated calculations.  

Fig.4: Boundary conditions set 

The convergence criterion in this paper in the energy 

equation is based on 106, and all other physical masses are 

based on 103. 

 

IV. AIR-CONDITIONING DESIGN 

4.1 Car Air Conditioning Heat Load 

The condition for the calculation of the heat load of 

the air conditioning is that all the heat transfer area of the 

car is 1.96 m2 in the roof area and 5.42 m2 on the side; all 

heat transfer parts are based on the thickness of the cross-

section of the SUV model; the speed of the vehicle is set at 

V=40 km/h; and the compressor speed is based on 3.0 L of 

the Hyundai SUV engine [14]. 

The heat load of car air conditioning is mainly the 

heat load from new and leaked winds, the heat dissipation 

of the driver and passengers in the car, the heating 

transmission of the body structure and the outside, the 

thermal load of the electronic equipment and lighting 

lamps in the vehicle, the engine heat transmission, and so 

on.  

4.1.1 Determination of conditions  

      Regarding the conditions in the vehicle, According to 

actual experimental data, the temperature of 24 to 26 °C is 

the optimal temperature that the human body feels in a hot 

summer, so the setting of the indoor temperature is: t1 = 

25 °C. When the relative humidity in the cabin is less than 

30% or greater than 70%, the body will feel uncomfortable, 

but it will be more comfortable when it is in the range of 

approximately 45 to 60%.On the basis of human hygiene 

requirements, each person should have 16 to 33 m3/h of 

new wind.Taking into account the possibility that the car 

may be parked regularly or the passenger switched the 

door, the air exchange volume is set here: V = 55 m3/h (at 

11 m3/h per person).  

     Regarding the outside conditions of the car, this paper 

takes into account the internal and external environments 

commonly used by the hot and high temperatures of the 

summer and the car air conditioning system, as well as 

searching for the relevant information [15], so the outer 

boundary conditions of this car are determined as: sunlight 

intensity: Ilevel = 0.98 kw/m2;  Ivertical = 0.16 kw/m2;  Idispersed 

= 0.04 kw/M2; ambient temperature: t2 = 40°C; relative 

humidity: φ=60%. 

4.1.2 Determination of the hourly driving speed and 

speed of the compressor 

The timing speed of the car and the compressor is 

defined as: timing velocity: V=40km/h; compressor belt 

wheel diameter: dpressure=120mm; engine belt wheels: 

dspeed=137.4mm; tire rolling radius: r=0.319 mm; gearbox 

main deceleration ratio: io=3.978; gearboxes 3 degrees 

reduction ration: i3=1.0; gearbos 4 degrees deceleration 

ratio: i4=0.72; engine/compressor drive ratio, i=1.145; 

compression engine rotation speed, Npressure=1516 rpm; 

compressor rotation rate, Nvoltage=1090 rpm; compressors 

average rotation: Naverage=1303 rpm; counter-engine 

rotation, Noutput=1324 rpm; and counter-generator rotation 

velocity, N=952 rpm; engine output at 1140 rpm: 20KW. 

4.1.3 Establishment of thermal balance relations 

The heat load of the car is composed of the various 

heat loads that enter the cabin. The approximation of the 

stable heat transfer is used in the following processes as 

the thermal balance ratio [7-16]: 

7654321 QQQQQQQQe ++++++=
         

(9) 

In the formula: Qe: air-conditioned heat load; Q1: heat 

load into the cabin through the car's roof, door, and other 

body-covering structures; Q2: heat load in the cabinet 

through the engine cabin; Q3: heat load through the floor 

into the car cabin; Q4: heat load inside the car through the 

door window glass and windshield; Q5: New air winds 

bring the heat load to the cabins; Q6: Heat load of the 

motor and lighting lamps in the car; Q7: heat load 

dispersed by the human body and the heat dissipation of 

other objects in the vehicle. 

4.2 Determination of the cooling volume of the air-

conditioning system 

In the formula : Q = α1Qe                                     (10) 

Boundaries Set 

Cold air 

outlet 

At the inlet (for a given amount of 

measured with speed and 

temperature) 

Exhaust 

port 

Flow at exit (free boundary 

condition) 

Inside the 

hub 

Vehicle surface (given measured 

temperature) 

Chair 
Vehicle surface (given measured 

temperature) 

Passenger 

Car surface (given the rate of heat 

generation and the body 

temperature measured while sitting) 
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The α1-reserve coefficient can be picked from 1 to 1.2; 

the reserve factor is corrected. The value is 1.02. That is, at 

a speed of 40 km/h, the system cooling capacity should 

reach about 4611.8 W. 

4.3 Determination of refrigerant circulation flow 

The coolant cycle is the core part of a coolant system, 

and its basic function is to absorb and release heat through 

the phase change of the coolant (liquid to gas, gas to 

liquid), thereby achieving a cooling effect. 

 

Figure 5: Working pressure chart of the air 

conditioning system 

1 to 2 is the equilateral mercury compression process; 

2 to 3 is the equilateral pressure condensation process; 3 to 

4 represents the equilibrium merger flow process. 4 to 1 

represents the equilibrium pressure evaporation process. 

       1 of these points indicates the point of inhalation of 

the compressor; 2 points indicate the exhaust point; Pd 

indicates condensation pressure; Ps indicates evaporative 

pressure; Ts indicates air temperature;Td indicates the 

exhaust temperature; 

Mass flow of refrigerant cycle: m≈0.035 kg/s; volume 

flow of coolant cycle: V = 2450 ml/s. 

4.4 Calculation of compressor emissions 

 Required compressor emissions: qv  = 136 ml/r;  

the cooling volume of the compressors must be in 

accordance with the selected system; according to the 

performance curve of Dks117.the indicated efficiency of 

the compressor is: ηi = 0.82; the actual power consumption 

of the machine is: N = 2.93 KW.after calculation, the 

power actually consumed by the compression machine is 

deducted by the power output of the engine. With 2.93/20 

= 14.7%, the power consumption ratio is therefore 

permissible according to the compressor power 

prescription table and can be matched [17]. 

4.5 Calculation of condenser capacity 

Condensed heat exchange capacity: Qcool = 5.26 KW; 

heat exchanger load ratio: Q: Qcold = 1: 1.14. 

 To obtain accurately the weight of the heater in a 

small car. Many factors need to be taken into account, for 

example, local losses, which are divided into pressure and 

pipeline losses. Evaporator cooling volume Qvapor and 

system cooling quantity Qe should be consistent, so Qe = 

Qvapor=4611.8W. 

4.6 Determination of ventilation capacity 

Input temperature t = 28°C; input relative humidity Ψ 

= 50%; input h = 58.5KJ/kg;  

output temperature T = 10°C; output relative moisture 

Ψ = 70%; output h = 23.5KJ/kg.  

Ventilation wind capacity: v ≈ 474 m3/h Wind 

capacity has a crucial role in the evaporator. Therefore, the 

transmission of wind volume requires strict control. 

 

V. RESULTS AND DISCUSSION 

This paper first uses Fluent software for numerical 

simulation and then PDD and PMV for determining the 

leaf to optimally accommodate body heat comfort. Then 

design parameters such as the car air-conditioning cooling 

cycle and the transmission of wind volume to meet the 

requirements of human thermal comfort. 

The first step is to determine the optimum latitude of 

the leaf, and this paper uses Fluent for a numerical 

simulation, and the results are determined by PDD and 

PMV. First, use Fluent to compile the internal flow field in 

the car. Then add the theoretical formula to obtain the 

values of the different latitudes of the sheet. Finally, 

according to the theory formula of PMV and PDD, add the 

data obtained from the simulation, thereby making a 

judgment of human comfort compared to Table 2. Based 

on the numeric simulation results, we find that when the 

sheets are 30 degrees wide, because the latitude is smaller, 

the passengers in the rear seat feel the higher wind volume 

and the lower temperature. When the latitudes are 60 

degrees, because of the larger latitude, the wind is less 

easily blown to the back seat, resulting in a lower wind and 

a higher temperature perceived by the back passenger. 

The second step is the setting of the air conditioning 

cooling parameters.The following data can be obtained by 

calculating parameters such as air conditioning cooling 

quantity and delivering wind capacity to achieve optimal 

thermal comfort for the human body. First of all, the 

conditions in the vehicle are set, and then the heat balance 

relationship, cooling cycle relationship, and cooling 

circulation flow are determined. Finally, the data is 

brought into the calculation of the determination value of 

each parameter, and the optimum parameter is obtained by 

comparison.  
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This is the result of the calculation. Data can be 

obtained from the thermal balance ratio formula, 

Qe=4521.4W. Among them, Q1=867W, Q2=159W, 

Q3=189W, Q4=1604.3W, Q5=775.5W, Q6=96W, and 

Q7=830.6W. According to the data analysis, the largest 

distribution of heat load is about 35% of windshield glass, 

followed by about 20% of the fence structure. Therefore, 

in order to reduce the heat load in the car, it should be 

based on improved body insulation and window glass 

material. With regard to the calculation of the cooling 

volume, the result is that when the speed of the vehicle 

reaches 40 km/h, the system cooling capacity should reach 

about 4611.8W.Taking into account the dirt from the 

outside as well as the local heat loss of the car. Therefore, 

the general heat exchanger load ratio on the car is 1: 1.5 to 

1: 2, that is, the heat exchange capacity of the condenser is 

Qcold=6.9 to 9.2 KW. Evaporator cooling volume Qvapor and 

system cooling quantity Qe should be consistent; 

Qe=Qvapor=4611.8W. As for the determination of the 

ventilation volume, because the air volume is too large if it 

is designed, it will cause costs and also cause unnecessary 

noise. An increase in the soundproofing will also generate 

increased costs, so it is difficult to arrange the fan layout. 

Another extreme aspect is that the humidity of the floor in 

the car cannot be averaged. Nor can stability be maintained 

if the air volume is too small. After the calculation of the 

ratio, the optimum output volume in this paper should be 

474 m3/h.  

By the above calculations and parameters determined, 

this paper obtained the optimum width of leaf rolling is 

45°, the best case of the transmission of wind volume 

should be 474 m3/h, when the speed of the car reaches this 

paper, the system cooling volume should reach about 

4611.8W, heat exchanger load ratio 1:1.5~1:2 about. 

 

VI. CONCLUSIONS 

This design uses Gambit software to calculate the 

speed field and temperature field values in the air-

conditioned vehicle cabin and uses Fluent flow field 

calculation software to numerically simulate and analyze 

the flow field in the cabin. On the basis of the predecessor, 

a calculation model was proposed to evaluate the heat 

comfort of the human body in the car room under an 

uneven thermal comfort environment. By analyzing the 

temperature cloud chart in the car, speed vector chart, flow 

chart, etc., and after processing the numerical calculation 

of the display flow field, a comparative analysis and 

evaluation of human thermal comfort in the chamber of 

various operations was carried out, and the data for the 

optimum thermal comfort of the human body was obtained. 

This is important for improving the structure and design of 

the internal environment for the air conditioning system 

while using simulation software for data analysis to solve 

the high cost of the vehicle. 
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Abstract— This research establishes forecasting models for air-

conditioning noise through training-type neural networks, which can 

improve the accuracy of the forecast, reduce costs and time, optimize 

system design and improvement, improve user experience and reduce 

environmental impact. This study uses Matlab to build training neural 

networks and uses the Levenberg-Marquardt. The results showed that the 

neural networks built by the training methods and the data and model 

combination were excellent. Therefore, the neural network to establish the 

model for the forecast of air conditioning noise has a significant effect for 

future air conditioner companies in the research and improvement of the 

noise. 

 

I. INTRODUCTION 

Air-conditioning has become an indispensable part of 

modern society in recent years, with the continuous 

development of science and technology, and has been 

applied in almost all parts of the world. It not only 

provides people with a comfortable indoor environment, 

but also plays an important role in many areas, such as 

industrial production, health care, information technology 

and so on. But as people's quality of life improves, the 

demand for air conditioning increases, and air-

conditioning noise becomes a problem that cannot be 

neglected [1]. Excessive air-conditioning noise can affect 

the quality of sleep, resulting in difficulties in getting to 

sleep, being awake or not sleeping well in the long term; in 

an office or study environment, persistent noise distracts 

attention and reduces work and learning efficiency, 

affecting work and academic performance; in a home 

environment, excessive noise of air conditioning can affect 

people's leisure and leisure experiences, making their 

living environment uninhabitable and reducing their 

quality of life; persistence of noise stimulus can lead to 

anxiety, stress and unrest, increasing the risk of mental 

health problems, especially for children and older people. 

Excessive air-conditioning operating noise can have a 

multi-faceted impact on people's lives and work 

environments, including sleeping noise that can disrupt 

harmony between neighbours, provoke complaints and 

disputes, and affect interaction between the community 

environment and residents; and prolonged exposure to 

high noise environments can lead to hearing loss, 

cardiovascular disease and other health problems that have 

adverse effects on physical health. Users of air-

conditioning want to reduce noise, noise as a very 

important R&D indicator of air conditioning, the developer 

will include noise reduction as one of the main 

considerations when developing the air conditioner. So this 

study hopes to be able to build a training neural network 

for the noise pattern of air conditioning through Matlab to 

conduct a training, so that a forecast of the noisy patterns 

of the air conditioner, and then in the beginning of the R & 

D design of air-conditioning, to fundamentally reduce the 

impact of noise on people.  

 The noise source of air conditioning is mainly due to 

two aspects, one is the noise generated by the air 

conditioner during normal operation, and the other is noise 

produced during the abnormal operation of the air-
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conditioning [3]. For air conditioning abnormal noise 

problem treatment, we need to know the source of 

abnormal noise, judging whether high frequency noise or 

low-frequency sound, whether continuous or instantaneous 

sound, electromagnetic or resonance noise etc [4]. Air 

conditioning is a highly integrated product, in the R&D 

design of different models of air conditioning consisting 

mainly of compressors, fans, winds and outlets, pipes and 

accessories, control boards and circuit components. And 

the size of the noise is closely related to these air-

conditioning components. So there are a lot of factors that 

cause the noise of the air conditioning [5]. The wind speed 

is also sometimes the reason why the noise is produced, 

which is due to the friction that occurs in the process of air 

flow, mainly from the wall of the pipe, vent and valve, and 

when the speed of the wind will become bigger, which 

leads to noise increases, so the size of noise at the time 

depends mainly on the amount of wind speed [6].  

The issue of neural network validation was first raised 

in 2010 by Pulina and others, who used a neural input-

based separation refinement method, and used the ideas 

and techniques of the formalization method for the first 

time in the safety assessment of the neural networks [14]. 

The development of neural networks dates back to the 

1950s, but breakthroughs have only been made in recent 

years. The sensor is one of the earliest models of a neural 

network, proposed by Frank Rosenblatt in 1957. It is a 

simple one-layer neural network that can be used for 

binary classification problems [15]. The introduction of the 

sensor attracted widespread attention from the academic 

community and industry, but due to its limitations, if only 

solve the linear divisibility problem, resulted in later 

gradual elimination. After the study of sensors was 

eliminated, neural networks entered a hibernation period, 

due to the lack of effective training algorithms and 

computational resources, and the suspicion of neural 

network capabilities. In the late 1980s and early 1990s, the 

introduction of reverse transmission algorithms reignited 

the enthusiasm for neural network research [16]. This 

algorithm allows the Multi-Layer Perceptron (MLP) to be 

trained to overcome the limitations of the sensor. The 

results of this period include Backpropagation Through 

Time (BPTT) and  Levenberg-Marquardt. During this 

period, Multi-Layer Perceptron (MLP) were widely used, 

especially in the fields of finance, medicine, and speech 

recognition. In addition, some important algorithms and 

models such as Support Vector Machines (SVM) and 

Gaussian Mixture Model (GMM) have been proposed and 

applied. With the continuous improvement of computing 

capabilities and the development of big data technology, 

deep learning has begun to emerge [17]. The introduction 

of Convolutional Neural Networks (CNN) promoted the 

development of the field of computer vision, and the 

application of circular neural network such as Long Short-

Term Memory (LSTM) contributed to the advancement of 

natural language processing. 

 

II. USING MATLAB TO BUILD A NEURAL 

NETWORK FORECAST MODEL 

This study uses Matlab to build a neural network 

forecast model. first of all, processing the noise data, and 

then to the Levenberg- Marquardt, the Bayesian 

Regularization, and the Quantitative Conjugate Gradient 

were compared,  and used by the Levenberg- Marquardt 

method trains air-conditioning noise data, discusses the 

results, losses, training performance and learning rate of 

the model, analyzes the matching effects of the data and 

the model and exports the results chart. 

2.1 Noise data processing formula 

The formula for noise calculation can vary depending on 

the source of noise and the specific situation. Here are 

some common noise calculation formulas and their 

application scenarios:  

(1)Sound Pressure Level (SPL): 

                        SPL = 20log10(
p

p0
)                                (1) 

p is the sound pressure, and p0 is the reference sound 

pressure (generally taken as the standard atmospheric 

pressure, approximately 20 micropascal).  

(2)Sound Power Level (SWL): 

                        SPL = 10log10(
w

w0
)                              (2)  

  w is the sound power, and w0  is the reference sound 

power (generally taken as1012watt).  

(3)Total Sound Level: 

The total sound level can be obtained by adding the 

sound pressure level of each sound source, with the 

formula as follows:  

                     Ltotal = 10log10(∑ 10
Li
10n

i=1 )                   (3) 

Li is the sound pressure level of the first i sound source, 

and n is the number of sound sources. 

(4)Weighted Sound Level:   

The calculation of air-conditioning noise usually 

involves factors such as acoustic parameters and the 

working state of the air conditioning system. 

                      L = Lr + 10log10(
Q

Qr
)+K                      (4)  

L is the total sound level of air conditioning (units: 

decibels, dB); Lr is the reference sound level, usually for 

the basic noise level when the air conditioner is not 
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working (unities: decibel, dB); Q is the amount of cooling 

or heat generated by air conditioners under a specific 

operation condition (unity: power, usually in watts); Qr is 

the quantity of reference cooled or heat produced, typically 

for the cooling quantity or heating generated under the 

condition of air-conditioning design (unit: energy, W); K 

is the specific adjustment coefficient of the climate system, 

taking into account the effects of the various factors of the 

air- conditioning system on the noise. 

2.2 Artificial Neural Network 

Artificial Neural Network (ANN) is a mathematical 

model for information processing based on the simulation 

of the neurosynthesis connected organs of the human brain 

[11]. A class neural network is a machine learning model 

inspired by the human nervous system. It consists of a 

large number of artificial neurons (also known as nodes or 

units) that transmit and process information through 

connections [31]. 

 

Fig. 1 Neural  

 

Fig. 2 Artificial Neural Network 

In observing the results of neural network training, 

common evaluation indicators include Mean Squared Error 

(MSE) and Correlation Coefficient (R). These indicators 

can be used to assess the predictive performance and 

suitability of models. 

(1)MSE: 

                           MSE =
1

N
∑ (yi − yi

,)2N
i=1                    (5) 

n is the number of samples, yi is the real value, yi
,
 is the 

predicted value.  

The smaller the MSE, the better the model matches the 

data. 

(2)R: 

                       R =
∑ (yi−y̅)(yi

,
−yi

,̅ )n
i=1

√∑ (yi−y̅)2n
i=1 ∑ (yi

,
−yi

,̅
)2n

i=1

                     (6) 

y̅ and yi
,̅  are the mean values of true values and predicted 

values, respectively. 

R has a range of values ranging from 1 to 1, near 1 

represents positive, near 1 is negative and near 0 is 

irrelevant. 

 

III. BUILD A MODEL WITH MATLAB 

Compare the regression performance of the three training 

methods: the Levenberg-Marquardt, the Bayesian 

Regularization, and the Quantitative Conjugate Gradient, 

the Levenberg- Marquardt, the Bayesian Regularization , 

and the Quantitative Conjugate Gradient, have Correlation 

Coefficient R of 0.99519, 0.99913 and 0.98809, 

respectively, so the Levenberg-Marquardt method predicts 

better. This study uses Matlab to apply the Levenberg-

Marquardt method is used to build training neural 

networks. 

3.1 The Levenberg-Marquardt 

Levenberg-Marquardt (LM) is an optimized 

algorithm for training neural networks, commonly used for 

regression problems and multi-layer forward input 

networks. It is a gradient-based algority that combines the 

advantages of the Steepest Descent Method and Gauss 

Newton method, and is widely used in practice in training 

regression issues and multilayer neural network [32]. It 

can rapidly converge to local optimum solutions, and has 

faster convergence rates, better stability and robustness 

[19]. 

Here is the formula for the LM algorithm: 

(1)Objective Function: 

Objective Function is usually expressed as a loss 

function or cost function, used to measure the difference 

between the model's forecast value and the real label. 
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L(w) =
1

2N
∑ (yi − f(xi，w))2N

i=1                              (7) 

N is the number of samples, yi  is the real label, 

f(xi，w) is the predicted value of model for sample xi , 

and w is the model parameter. 

(2)Gradient Function: 

Gradient Function represents the gradient of the target 

function with respect to the parameter, which is used to 

guide the direction of the updated parameter. 

∇L = −
1

N
∑ (yi − f(xi，w))∇f(xi，w)N

i=1             (8) 

(3)LM Step: 

The LM Step is the step length of the parameter 

update in Levenberg-Marquardt, which achieves rapid 

convergence and stability through Balanced Gradient 

Descent and Newton Method. 

                  ∆w = (JTJ + λI)−1JTδ                           (9) 

 J is the jacobic matrix of the target function, λ is the 

adjustment parameter of the LM algorithm, and δ is the 

gradient of the goal function. 

 

Fig.3 Flow chart of Levenberg-Marquardt 

 

Combine raw data, and LM algorithm formula. LM 

training results are as shown in Figure 4, from which the 

LM method neural network model is comparatively good; 

LM training losses are like Figure 5, the gradient of the 

training loss curve is 0.23222 which means that the loss 

function has decreased by an average of 0.23222 units in 

each iteration; the performance of LM mode Artificial 

Neural Networks is like Figue 6, which is gradually closer 

to optimum performance after the eighth round of training, 

and at the tenth round achieves the optimum validation 

performance, as shown by Figure 16, generally 

overlapping with the optimal performance value; the 

learning rate of the LM method is as shown on Figure 7, 

from which it is shown that the rate of learning of this 

Neural Network training model is 0.001; and the validation 

failure (LM validation Fail) as shown at Figure 8, means 

that verification failure occurred in the sixth training cycle. 

 

Fig.4 LM training results  

 

Fig.5 LM training losses 

 

Fig.6 The performance of LM mode Artificial Neural 

Networks 

 

Fig.7 The learning rate of the LM method 
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Fig.8 LM validation Fail boken line graph 

 

IV. ARTIFICIAL NEURAL NETWORK 

TRAINING RESULTS 

as shown in Figure 9; verification regression related 

cofficient is 0.99717, as shown on Figure 10; test 

regression related coefficent is 0.97599, as shown at 

Figure 11; total regression related cofficent is 0.99519, as 

seen in Fig.12.  

  Neural network training regression diagrams are 

commonly used to show the relationship between the 

predicted results of a model and the actual target value to 

help users evaluate the performance of the model in the 

regression task. By observing the neural network training 

regression diagram, users can intuitively understand the 

performance of the model in the regression task, including 

the accuracy of the prediction, the degree of deviation and 

the adjustment effect. This helps to assess the performance 

of the model, identify problems with the model and guide 

further model adjustment and improvement. It is not 

difficult to see through the following regression diagram 

that the predicted value of the neural network training 

model based on the LM method and the linear correlation 

between the actual observation values is very high, close to 

1, indicating that the model has a high degree of adaptation 

on the training data, the prediction and optimization of air 

conditioning noise has a good effect.  

Thus, the R value of 0.99519 represents a high level 

of linear correlation between the model's predicted value 

and the actual observed value, indicating that the model 

has a very good matching effect in the regression task. 

This means that the model is very similar to the trend 

between the predicted value and the actual value, can 

accurately capture the change in the target variable, and 

has a high predictive ability. 

 

Fig.9 Training regression grap 

 

Fig.10 Verification regression grap 

 

Fig.11 Test regression grap 
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Fig.12 Regression grap 

 

V. CONCLUSION 

The conclusion of the Levenberg-Marquardt method 

training on neural networks is that the model works well 

on the training data, and there is a high linear correlation 

between the predicted value and the actual observed value. 

It should be noted, however, that these conclusions are 

based solely on the performance of the training data and 

that generalization performance also requires further 

evaluation in the validation set or test set to ensure that the 

model performs well on unprecedented data.  

It should also be noted that after the completion of 

Artificial Neural Network training, a comprehensive 

evaluation and validation of the model is required and the 

model and training strategy is adjusted according to the 

evaluation results to ensure that the model achieves the 

desired effect in practical applications. You can reasonably 

design the air conditioning system wind path, selecting the 

appropriate installation position to reduce the effect of 

static pressure on the air-conditioning noise. On the one 

hand, increasing the wind volume can increase the 

efficiency of air flow and improve the performance of the 

air-conditioning system; on the other hand, measures such 

as optimizing the wind path design, using noise-reducing 

materials, choosing a low-noise fan, etc., are needed to 

reduce the impact of wind volume on noise. 
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