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Abstract— Metal-organic frameworks with porous characteristics are 

applied in many fields. This study used it as a superior raw material 

source for making transition metal oxides. By calcining the copper 

1,3,5-benzene tricarboxylate framework in ambient air, copper(II) oxide 

was produced. The calcination temperature was investigated in the 

range of 250 to 700 °C. At a calcination temperature of 550 °C, the 

resultant CuO has a homogeneous size and shape within the 1-2 um 

range. CuO’s surface area of 33.16 m2/g is more excellent than several 

other materials and technologies used in CuO manufacture. Utilizing 

CuO generated by the MOF-199 calcination process for enhanced 

oxidation catalysis in treating organic gases and vapors is based on the 

research findings. 

 

I. INTRODUCTION 

Metal-organic framework materials are formed from 

metal ions or clusters and organic ligands, so they are 

diverse in structure, quantity, and type. This combination 

has brought many superior properties to the material, such 

as porosity, flexibility, combination ability, and 

applicability. With unique features, metal-organic 

framework materials have been applied in many fields, 

such as gas production [1-4], environmental treatment [5-

7], energy storage and conversion [8-10], medicine [11-

13], etc. Copper(II) benzene tricarboxylate is a metal-

organic framework material formed from Cu2+ ions with 

1,3,5-benzene tricarboxylate ligands. Cu-BTC has a 

regular octahedral structure and changes size according to 

synthesis conditions. Its’ surface area ranges from 350 

m2/g to 1,800 m2/g [14-17]. Pure and composite materials 

based on Cu-BTC are applied in fields such as CO2 capture 

[16], H2 adsorption [15], waste treatment [18], chemical 

catalysis [14, 19], sensors [20], etc. Cu-BTC is also used 

as a raw material to manufacture CuOx as a catalyst for 

metabolic reactions such as selective reduction reactions 

[21] and electrochemical decomposition [22]. CuOx made 

from Cu-BTC is also used as a NO2 sensor [23], an 

electrochemical sensor [24], and a supercapacitor [25]. 

 

II. EXPERIMENTS 

2.1. Chemical 

1,3,5-Trimesic Acid (≥99%, H3BTC), Copper (II) 

chloride dihydrate (≥99%, CuCl2.2H2O), ethanol (≥98%, 

C2H5OH), Dimethylformamide (≥99%, DMF) were 

purchased from Macklin Co. Ltd.  

2.2. Preparation of MOF-199 and CuO 

In a typical procedure, 1.7 g of CuCl2.2H2O was 

dissolved in 150 ml of water/ethanol/DMF solvent mixture 

(1/1/1 ratio) under ultrasound for 30 min. Next, 2.8 g of 

H3BTC was added to the copper salt solution, and the 

mixture was sonicated for 10 min. The intermittent 

microwave reaction was carried out for 60 minutes (20 

seconds running, 10 seconds off) with a temperature 

control of 60 oC. MOF-199 was collected after 

centrifugation, washing, and drying at 60 oC overnight. 

Microwave-synthesized Cu-BTC is calcined in ambient air 

at a temperature range of 200 - 700 oC. The heating time 

was set to 2 hours with a heating rate of 10 oC/min. 

https://ijaers.com/
https://dx.doi.org/10.22161/ijaers.11.1
http://www.ijaers.com/
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2.3. Characterization of materials 

The phase structure of the sample was examined by X-

ray diffraction (XRD PANalytical X′ Pert Powder, 

Netherlands) using Cu Kα radiation. The scanning electron 

microscope characterized the microstructure and 

morphology (SEM HITACHI S-4800). The chemical 

states and compositions of the sample were performed by 

energy-dispersive X-ray spectroscopy with mapping 

(EDX, HITACHI S-4800). The Brunauer–Emmett–Teller 

(BET) specific surface area and porosity of the samples 

were determined by nitrogen adsorption-desorption 

(NOVATouch LX2, QUANTACHROME, USA) at 77 K. 

Thermal gravimetric analysis (TGA/DTG NETZSCH STA 

409 PC/PG, Germani) investigated the sample's 

thermodynamic property. 

 

III. RESULT AND DISCUSSION  

3.1. Characteristics of Cu-BTC 

The morphology and structure of microwave-

synthesized Cu-BTC were characterized by scanning 

electron microscopy imaging. The SEM image (Fig. 1 

a&b) shows that the obtained Cu-BTC has an octahedral 

shape with 20-30 nm dimensions.  

 

 

 

 

 

Fig .1: SEM images of the prepared Cu-BTC (a, b); XRD 

pattern of simulated and prepared Cu-BTC (c); FTIR 

spectrum of H3BTC and Cu-BTC (d); the BET diagram of 

the prepared Cu-BTC (e). 

 

The BET surface area of the material was found to be 

1,059 m2/g. XRD test was performed (Fig 1c), and the 

diffraction pattern of the prepared sample was in good 

agreement with the simulated ones, indicating the 

formation of high-purity Cu-BTC [42]. FTIR was used to 

study the Cu-BTC bond properties further. As shown in 

Fig. 1d, the absorption band at 1721 cm-1 corresponding to 

http://www.ijaers.com/
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protonated ligands disappeared in the spectrum of Cu-

BTC, indicating complete deprotonation of H3BTC after 

the reaction. On the other hand, two characteristic bands at 

1404 cm-1 and 1276 cm-1 assigned to the stretching 

vibrations of carboxylate groups were observed in Cu-

BTC. At 728 cm-1, it is assigned the CH bond of the 

benzene ring, and the Cu-O bond forms between the 

carboxylic groups of H3BTC and Cu(II) [42]. 

 

Fig. 2: The TG/DTG curve of the prepared Cu-BTC. 

 

TG/DTG was used to test the microwave-synthesized 

Cu-BTC framework's thermal stability and thermal 

decomposition limit. As seen in Fig. 2, CuBTC begins to 

lose weight below 250 °C due to the evaporation of guest 

H2O molecules physically adsorbed in the MOF. The 

minimum of the DTG diagram appearing at 99.6 °C is 

assigned to the phase transition point of H2O. After that, a 

stable temperature occurs in the range of 250-350 °C, 

corresponding to two minima on the DTG diagram at 

252.5 °C and 350.7 °C of the organic junction 

transformation in the framework. Next, the TG pattern 

increases sharply as the temperature rises due to the 

thermal decomposition of the BTC ligands in the 

frameworks. After 400 °C, the organic ligand has been 

wholly oxidized, and the resulting product is the remaining 

inorganic part. Thermal analysis results are the basis for 

choosing the calcination temperature for creating pure 

porous CuO. 

3.2. Characteristics of pure porous CuO 

Based on the TG thermal analysis results, the 

calcination temperature was selected from 250 °C to 700 

°C. As shown in Figure 3, the sample calcined at 250 °C 

still retains the diffraction peaks of MOF-199. Diffraction 

peaks of CuO appear in calcined MOF-199 samples at 

calcination temperatures of 300 °C or higher. At different 

calcination temperatures, the peak intensities in the 

samples are different. Among the investigated 

temperatures, the diffraction pattern of the sample calcined 

at 550 °C has the highest peak intensity. The results show 

that CuO produced from MOF-199 at this temperature has 

the best crystallinity.  

 

Fig.3: XRD patterns (a) and BET (b) values of calcined 

MOF-199 samples. 

 

 

  

 

Fig. 4: The SEM of calcined MOF-199 samples. 

http://www.ijaers.com/
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The surface area of the prepared CuO samples was 

determined by N2 isotherm adsorption measurement and is 

shown in Fig. 3b. The BET value showed a slight increase 

when the calcination temperature was increased. Still, it 

decreased suddenly when the calcination temperature rose 

to 700 °C. The hypothesis is that the porous framework 

collapses when the temperature increases and the crystal 

structure of CuO is also poorer. 

 

 

Fig. 5: EDX spectra (a) and mapping images (b) of CuO-

derivated MOF-199 at 550 °C. 

 

The morphology and size of MOF-199 calcined at 

different temperatures are shown in Figure 4. SEM images 

show an evident change in the crystal structure of Cu-BTC 

according to calcination temperature. At 250 °C, the metal-

organic framework structure remained intact. However, 

there were signs of thermal impact on the bond framework, 

leading to the destruction of the crystal surface. Samples 

calcined at 300 oC showed separation of grains from the 

framework but retained the original framework's 

morphology. Some particles have not been effectively 

affected by heat on their structures. When increasing the 

calcination temperature to 350 °C and 400 °C, CuO 

particles begin to form and leave the frame structure. The 

sample calcined at a higher temperature (550 °C) produced 

particles of uniformly small size. According to the 

calculation results, this sample has the highest surface area 

(Fig. 3b) and sharpest crystallinity (Fig. 3a). However, 

when the calcination temperature reaches 700 °C, CuO 

particles tend to agglomerate to create more giant cubes. 

Although the melting temperature of CuO is more than 

1300 °C, CuO formed from the heating process of MOF-

199, which breaks the framework at a temperature lower 

than the melting temperature, can still solidify. This 

phenomenon affects the crystalline properties and other 

characteristics of CuO produced at this temperature. This 

result coincides with published research on the 

recrystallization annealing temperature for CuO [27]. 

The EDX spectrum and mapping image of CuO 

prepared at 550 °C, shown in Figure 5 (a&b), show that 

only two elements in the sample (Cu and O) are uniformly 

distributed. This result demonstrates the purity of CuO 

when made from MOF-199 by calcination in air. The 

atomic ratio in the compound also shows nCu/nO ~ 1/1, 

consistent with the molecular formula of CuO. 

 

IV. CONCLUSION 

Copper(II) oxide was prepared from the copper 1,3,5-

benzene tricarboxylate framework by calcination in 

ambient air. The resulting CuO has uniform size and 

morphology within the 1-2 um range at a calcination 

temperature of 550 °C. The surface area of CuO reaches 

33.16 m2/g, higher than some results of manufacturing 

CuO by methods and other materials. The research results 

are the basis for applying CuO produced by the MOF-199 

calcination method for advanced oxidation catalysis in 

treating organic gases and vapors. 
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Abstract— This paper presents an in-depth study of road sign recognition 

techniques leveraging neural networks. Road sign recognition stands as 

a critical component of intelligent transportation systems, contributing to 

enhanced road safety and efficient traffic management. The paper focuses 

on exploring various neural network architectures for example, 

backpropagation neural network and hybrid neural network which is a 

combination of two neural network (backpropagation neural network and 

bidirectional associative memory), training methodologies, dataset 

considerations, and performance evaluations for accurate and real-time 

recognition of road signs. The experimental result shows that the hybrid 

neural network is faster than the backpropagation neural network in the 

completion of the training process with higher recognition accuracy. 

 

I. INTRODUCTION 

In today's dynamic and interconnected world, the safety 

and efficiency of transportation systems stand as paramount 

concerns. Road sign recognition, a fundamental component 

of intelligent transportation systems, plays a pivotal role in 

enhancing road safety, facilitating efficient traffic 

management, and enabling the progression towards 

autonomous driving. Recognizing and interpreting road 

signs is crucial for providing timely and accurate 

information to drivers and autonomous vehicles, aiding in 

adherence to traffic regulations, and ensuring safe 

navigation on roadways. 

Road signs convey essential messages to drivers, 

alerting them to speed limits, warnings about hazards, 

providing directions, and communicating regulatory 

instructions. The ability to recognize these signs accurately 

and swiftly is imperative, as it directly influences driver 

decision-making, reduces accident risks, and contributes 

significantly to the overall efficiency of transportation 

networks. 

Traditionally, road sign recognition relied on manual 

interpretation by human drivers. However, advancements in 

computer vision, machine learning, and neural network-

based approaches have revolutionized this field. These 

technologies enable automated recognition and 

interpretation of road signs from images or video streams 

captured by cameras mounted on vehicles or infrastructure. 

The complexity of road sign recognition arises from 

various factors, including diverse environmental conditions, 

variations in sign appearances due to aging, damage, or 

regional differences in designs and symbols, as well as the 

need for real-time processing to ensure timely responses. 

Overcoming these challenges requires sophisticated 

algorithms, robust training methodologies, and extensive 

datasets that encompass the diversity of road signs 

encountered in different geographical locations and 

environmental conditions. 

In recent years, there has been notable research 

advancement in the domain of road sign recognition. 

Namyang and Phimoltares [1] utilized a combination of 

Support Vector Machines (SVM) and Random Forest 

algorithms, along with HOG and the Color Layout 

Descriptor (CLD), for traffic sign classification. Soni et al. 

[2] employed HOG and LBP descriptors with Principal 

Component Analysis (PCA) and Support Vector Machines 

(SVM) for traffic sign classification. Sapijaszko et al. [3] 
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proposed a traffic sign recognition system encompassing 

stages such as normalization, feature extraction, 

compression, and classification. Aziz and Youssef [4] 

proposed a traffic sign recognition system utilizing feature 

extraction and the Extreme Learning Machine (ELM) 

algorithm. Wang [5] introduced a traffic sign classification 

system employing three machine learning classifiers: 

Logistic Regression (LR), Multilayer Perceptron (MLP), 

and SVM. 

But, neural networks, particularly Backpropagation 

Neural Network, have demonstrated remarkable capabilities 

in image recognition tasks, making them a promising 

approach for road sign recognition. This paper outlines the 

performance evaluation of the backpropagation neural 

network and the hybrid neural network. 

 

II. PRELIMINARIES 

A. Road Signs  

Road signs serve as crucial elements of traffic control 

and safety, providing essential information to drivers, 

pedestrians, and other road users. These signs are 

standardized visual cues that communicate various 

instructions, warnings, regulations, and guidance about road 

conditions. Figure 1 shows some road signs with their 

corresponding meanings. 

 

Fig. 1 Road signs 

 

B. Neural Networks 

A neural network is characterized as a reasoning model 

inspired by the human brain's structure. The brain is 

composed of a highly interconnected network of nerve cells 

known as neurons, which serve as the fundamental units for 

processing information. Human brains encompass nearly 

10 billion neurons and an extensive network of 60 trillion 

synapses interconnecting them, as documented by Shepherd 

and Koch [6] Leveraging the simultaneous activation of 

multiple neurons enables the brain to execute tasks at a 

considerably higher speed compared to today's fastest 

computers. 

Despite their straightforward architecture, a collection 

of neurons yields remarkable computational capabilities. 

Each neuron comprises a cell body, a multitude of dendrites 

(fiber-like structures), and a solitary elongated fiber 

identified as the axon. Dendrites form an intricate network 

surrounding the cell body, while the axon extends towards 

other neurons' dendrites and cell bodies. Refer to Figure 2 

for an illustrative representation of a biological neuron. 

 

Fig. 2 Biological neuron 

 

Our brain functions as an intricate and sophisticated 

information-processing system that operates in a highly 

complex, nonlinear, and parallel manner. Unlike traditional 

systems where data processing occurs in specific areas, in 

neural networks, information is stored and processed 

simultaneously across the entire network. This global 

approach to both data and its processing distinguishes 

neural networks by their widespread rather than localized 

functionality. The adaptability of connections between 

neurons, causing variations that contribute to arriving at the 

'correct' outcome, highlights the plasticity of neural 

networks. Consequently, these networks possess the 

capacity to learn from experiences, marking learning as a 

foundational and vital attribute of biological neural 

networks. The innate ability to learn effortlessly prompted 

endeavors to replicate a biological neural network's 

functionality within a computer environment. 

C. Backpropagation Neural Network 

The backpropagation neural network (BPNN) 

architecture comprises an input layer, an output layer, and 

one or more hidden layers. The number of input units 

corresponds to the quantity of bits or values representing the 

input pattern, accommodating these 𝑛 bits or values. 

Similarly, the count of output units is determined by the bits 

or values associated with the output pattern. 

Conventionally, the network establishes complete 

connectivity exclusively between adjacent layers, forming 

fully connected pathways throughout the network as shown 

in Figure 3. 
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Fig. 3 Backpropagation Neural Network 

 

The backpropagation method uses two steps: 

1. In the ‘forward step’, the input is applied and 

allowed to propagate to the output. The error 

values of the output units are calculated by 

subtracting output value from target value for each 

unit. 

2. In the ‘backward step’, errors are propagated 

backwards, and weights are modified. 

The network's training objective involves refining the 

weights to ensure that a given set of inputs yields the 

intended set of outputs. For conciseness, these input-output 

combinations are often denoted as vectors. Training 

operates on the premise that each input vector aligns with a 

target vector, symbolizing the anticipated output; 

collectively, these form a training pair. Typically, a network 

undergoes training with multiple such pairs. For instance, 

an input pair might encompass a sequence of ones and zeros 

representing a binary image corresponding to an alphabet 

letter. The compilation of these training pairs constitutes a 

training set. 

D. Bidirectional Associative Memory 

Bart Kosko [7] introduced Bidirectional Associative 

Memory (BAM) as a heteroassociative neural network as 

shown in Figure 4. It operates by receiving an input pattern 

represented as a vector across one group of neurons and 

generates a correlated yet distinct output vector across 

another set, and conversely does the same in reverse. 

 

Fig. 4 BAM Network Architecture 

 

The main features of a BAM are given below: 

• A BAM comprises two layers of interconnected 

neurons. 

• Neurons within one layer establish complete 

connections with neurons in the other layer. 

• There are no interconnections among neurons 

within the same layer. 

• The storage capacity and reliability of recall hinge 

on the network architecture and the algorithms 

used for both recalling and learning. 

• Enhancing performance can be achieved by 

introducing additional layers or establishing more 

interconnections among neurons. 

The input to a BAM network is a vector of real number, 

usually in the set {−1, +1}. The output is also a vector in 

the set {−1, +1} with the same or different dimension. 

These vectors can be considered as patterns, and the 

network makes heteroassociation of patterns. If the output 

is required to be the same as input, then the network is said 

to make auto-association. 

 

Fig. 5 Hybrid neural network 

 

E. Hybrid Neural Network 

A hybrid neural network consists of two distinct neural 

networks: the BAM neural network and the Bidirectional 

neural network. BAM is employed to reduce the dimensions 

of the feature matrix, thereby enhancing the speed and 
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efficiency of recognition. Figure 5 illustrates the network 

architecture for this hybrid neural network. 

 

III. EXPERIMENTS AND PERFORMANCE 

EVALUATION 

Recognition of Road Sign is a step-by-step processing 

of road sign. These processes include:  

• Preprocessing 

• Recognition of sign 

• Performance evaluation 

The effectiveness of the algorithm has been justified for 

different Road Sign images of different resolutions. The 

algorithm is capable of preprocessing and recognizing signs 

of any grayscale images. The implementation of the 

algorithm was carried out using the C programming 

language.  

At the beginning, a sign is chosen. The sign is a 

grayscale image. Whole of the task is done by the following 

way: 

A. Preprocessing 

Road signs are being preprocessed by following a 

sequence of operations: Capturing, Binary image 

conversion. 

Capturing: Road sign acquisition involves utilizing a 

camera for capturing purposes. For this study, specific 

obligatory road signs were utilized to create an image 

database stored as BMP type files. As part of the capturing 

process, standardization, and geometric normalization, 

involving adjustments in size and direction, were applied to 

the images. For analysis purposes, the images were resized 

to a resolution of 64 × 64 pixels, as depicted in Figure 6. 

 

Fig. 6 Road sign image 

 

Binary Image Conversion: The initial image was notably 

in color. It underwent a transformation into a grayscale 

image and subsequently underwent binarization, a process 

chosen for its simplicity in pattern matching during sign 

recognition. Each sign is represented as a matrix of 

numerical values, ranging from 0 to 255, which can be 

further translated into binary format (0s and 1s). The 

conversion sequence is demonstrated in Figure 7. 

 

Fig. 7 Image conversion 

 

The road signs are arranged within a 64 × 64  grid and 

inputted into the neural network's input layer as feature 

vectors or training patterns. Consequently, the grid 

configurations are depicted as vectors comprising 4096 

components (where each vector component is 1 if the pixel 

in the grid is shaded, otherwise it is 0). The hidden layers 

encompass 60 neurons each, which account for 60% of the 

input layer. Considering a total of 64 signs, inclusive of 

both mandatory and other signs, the output layer comprises 

64 neurons. Having 64 neurons in the output layer enables 

the representation of a 6-bit code (2^6 = 64) for classifying 

each target output. Hence, the target outputs range from 

000000 to 111111, aligning with each distinct sign. 

B. Recognition of sign 

The road sign recognition phase is most important and 

complicated phase. Hence, the sign is 64 × 64 pixels 

image. Each sign has a feature matrix of 4096 elements in 

it. Each element is nothing but binary values (0 and 1).  

 

Fig. 8 Recognition of a sign ”NO PARKING” 

 

Hence, in this experiment the number of neurons in 

input layer is 4096, neurons in input layer for BPNN and 

output layer for BAM is 16, number of neurons in hidden 

layer is 10, and finally the neurons in output layer is 6. The 
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number of neurons in hidden layer can vary from 50% to 

70% of its input neurons.  

Figure 8 shows the snapshot of the program output of a 

normal image. 

C. Performance evaluation 

To assess the neural network's performance, a series of 

experiments were conducted, employing separate training 

and test image sets for each sign without any overlap 

between them. The back-propagation neural network 

underwent training utilizing default learning parameters 

(learning rate 0.3, threshold 1) over 75 epochs. 

Subsequently, the network was employed to recognize 

individual signs. 

Throughout the training process, the program continued 

execution until the error reached a minimum threshold 

level, illustrating the error reduction per iteration in a 

graphical representation. Initially, the task was 

implemented using the BPNN algorithm alone, followed by 

merging the BAM and BPNN algorithms to train and 

recognize road signs. Upon analysis, it was observed that 

employing the hybrid network (BAM and BPNN) required 

fewer iterations for training and less time for sign 

recognition compared to BPNN alone. 

Table 1 Iteration Vs. Error (70%) 

Iteration BP (70%) BP With BAM (70%) 

2 3,866509 1,959864 

5 3,858203 1,894699 

10 3,503066 1,881338 

100 3,435648 1,702669 

500 3,217658 1,119279 

1000 3,095643 0,612061 

1500 2,943532 0,575292 

2000 2,873423 0,554884 

2500 2,806753 0,543144 

3000 2,645987 0,53713 

3500 2,546534 0,531881 

4000 2,513423 0,492877 

4500 2,485645 0,315097 

5000 2,437864 0,293473 

6000 2,376588 0,278986 

7000 2,238757 0,272395 

8000 2,187658 0,268759 

9000 2,074542 0,266053 

10000 1,984532 0,264022 

15000 1,912328 0,258816 

20000 1,813421 0,256447 

25000 1,746574 0,255095 

30000 1,698342 0,25338 

34075 1,607801 0,009981 

40000 1,576457   

45000 1,53768   

50000 1,457854   

55000 1,356245   

60000 1,247856   

65000 1,109854   

70000 1,065242   

75000 0,176542   

80000 0,039947   

85000 0,017469   

88043 0,009997   

 

 

Fig. 9 Iterations Vs. Error (70%) 

 

The training process involved eight training input 

patterns and employed an error threshold (e.g., 0.001) to 

halt training. The number of iterations was contingent upon 

the percentage of the hidden layer and the algorithm utilized 

during training. For instance, setting the hidden layer to 

70% of the input layer resulted in 88043 iterations, while 

reducing the hidden layer to 50% led to 43067 iterations. 

Upon adopting the hybrid network with the same 

percentage of the hidden layer, the iteration count decreased 

further. Specifically, it decreased from 34075 to 14977, 

illustrating an even more pronounced reduction in iterations 

compared to previous results. 
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Table 2 Iteration Vs. Error (50%) 

Iteration BP (50%) BP With BAM (50%) 

2 6,933186 3,07014 

5 5,694922 3,055324 

10 4,678283 3,025566 

100 4,333929 1,374816 

500 4,045357 0,567401 

1000 3,874532 0,316263 

1500 3,523548 0,134039 

2000 3,223324 0,077653 

2500 2,963092 0,057539 

3000 2,927669 0,04723 

3500 2,906451 0,040717 

4000 2,566751 0,035315 

4500 2,550943 0,031443 

5000 2,539485 0,028615 

6000 2,530225 0,023834 

7000 2,522263 0,020596 

8000 2,515119 0,018211 

9000 2,502996 0,016202 

10000 2,448071 0,014673 

14977 2,056355 0,01 

20000 1,800224   

25000 1,034644   

30000 0,176542   

35000 0,039947   

40000 0,017469   

43067 0,009997   

 

 

Fig. 10 Iterations Vs. Error (50%) 

 

Comparing the performance of two networks as BPNN 

and hybrid neural network a decision had been taken that 

the hybrid neural network takes less iteration than BPNN in 

completion of the training process. 

 

IV. CONCLUSION 

Neural network-based road sign recognition holds 

immense potential in revolutionizing transportation systems 

by enhancing road safety and traffic management. The 

paper underscores the significance of neural networks in 

this domain and outlines the performances of BPNN and 

hybrid neural networks with experimental results. And the 

result shows that the hybrid neural network performs faster 

than BPNN with high recognition accuracy. 
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Abstract— Our work focuses on the numerical study of two-dimensional 

and transient natural convection in a fluid confined within a crescent-

shaped space delimited by two horizontal cylinders. The upper wall is 

subjected to a non-uniform heat flux, while the lower wall experiences a 

uniform heat flux, thereby generating thermal natural convection. The 

transfer equations are solved in a bi-cylindrical coordinate system using 

the formalism of stream function and vorticity, and then integrated using 

the finite difference method. Subsequently, these transfer equations are 

integrated using S.V Patankar's finite difference method with an implicit 

scheme. The computational program is implemented using Maple V 

Release Student software. The discretization of the equations highlights the 

following parameters: the Prandtl number (Pr), the modified Grashof 

number (Gr), and the aspect ratio (r2/r1). The Prandtl number is fixed at 

0.7. The results include temperature distributions, local and average 

Nusselt values, as well as graphs illustrating variations in various 

parameters based on slice indices. 

 

I. INTRODUCTION 

Natural convection is a heat transfer mechanism that 

occurs exclusively within fluid mediums when there is a 

temperature gradient between two surfaces. This 

mechanism is the most significant mode of heat transfer 

and involves the description of fluid movement generated 

by Archimedean forces resulting from variations in density 

with temperature. Consequently, there is a coupling of 

dynamics and thermodynamics. The velocity field 

transports heat and, due to the temperature-dependent 

density, influences the distribution of mass; in turn, 

changes in mass create movement through Archimedean 

buoyancy. 

The study of natural convection phenomena captivates 

researchers due to its widespread applications in various 

natural phenomena and industrial processes, including the 

cooling of electronic and electrical components, thermal 

power plants, nuclear power plants, space heating, heat 

exchangers, aerospace applications, and even in the 

vicinity of the human body, among others. 

This type of fluid flow is omnipresent in daily life and 

prevalent in almost all industrial environments. Numerous 
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studies have been conducted on natural convection, 

focusing on scenarios such as cylinders with walls 

subjected to uniform density flux [11] or maintained at 

constant temperatures [4, 22]. 

Rolland Aimé ANDRIAMAHENINA [8] conducted a 

study on transient laminar natural convection between two 

equilibrium states in a fluid confined within a flattened 

half-ellipsoid, with the wall subjected to a constant density 

flux. 

All the aforementioned studies rely on a mathematical 

model based on the Boussinesq hypothesis and the two-

dimensionality of the flow. 

 

II. MATHEMATICAL MODEL OF TRANSFER 

EQUATIONS AND NUMERICAL METHOD 

Figure 1 illustrates the cross-section of a cylindrical 

crescent delimited by the intersection of two cylinders, 

while Figure 2 depicts the schematic representation of bi-

cylindrical coordinates according to [20]. 

We make the following simplifying assumptions: 

• The lower wall is subjected to a uniform heat flux 

q2, and the upper wall is traversed by a variable 

heat flux q [1]. 

 
( )1

2

1

1I I N
q q

I

− +
=    (1) 

N: slice index 

I1: total length of the arc where the heat flux q is applied to 

the upper wall 

I: length of the arc where the heat flux q is applied to the 

upper wall 

• The fluid is an ideal gas assumed to be 

incompressible. 

• Viscous dissipation and radiation are considered 

negligible. 

• The physical properties of the fluid are constant, 

except for its density ρ, which varies and gives 

rise to natural convection. 

• The Boussinesq hypothesis, upon which the heat 

flux is applied, is valid. 

• The convection is laminar and in a transient 

regime. 

 

Fig. 1 

 

Fig. 2 

2.1 Formulation of equations 

By introducing vorticity and the stream function, the 

dimensionless transfer equations in bi-cylindrical 

coordinates can be expressed as follows: 

• Continuity equation 
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2.2 Boundary Conditions 

The boundary conditions associated with the transfer 

equations on both walls are as follows: 

• Lower wall (wall with index 2)  

Conditions on velocities and flux: 
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• Upper wall (wall with index 1) 
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2.3 Numerical method 

We solved the system of transfer equations with 

associated boundary conditions using the "finite 

difference" method, which relies on TAYLOR series 

expansions approximating the values of derivatives at a 

point or in its vicinity through differences. To discretize 

the equations and boundary conditions, we chose the 

method developed by S.V. Patankar and Nogotov [6]. 

 

III. RESULTS AND DISCUSSION 

In our study, we selected air as the fluid, and its 

physical properties are provided at the initial temperature 

T0 = 293 K, corresponding to a Prandtl number Pr = 0.7. 

The values of physical constants are fixed as follows: 

• Focal distance a = 0.12 m. 

• Heat flux density q2 = 12 W/m², resulting in a 

Grashof number Gr = 106. 

• All presented results are calculated based on the 

dimensionless time step of 3.65 × 10-4. 

 

       Fig. 3: Notation                        Fig. 4: Node 

             Representation.             representation in the mesh. 

 

Figure 5 shows the radial variations of dimensionless 

tangential velocity as a function of the slice index η. Three 

distinct zones are observed over dimensionless time: 

• Near the axis of symmetry (η = 0), the particle 

velocity magnitude decreases rapidly and 

approaches zero, as the temperature is very low in 

this zone (20%); 

• In the central zone (between 20% and 80%), the 

particle velocity magnitude is nearly uniform, 

following the geometric shape of the crescent, as 

there is no temperature variation in this range; 

• Near the crescent tip, the particle velocity 

magnitude increases exponentially because the 

temperature is considerable in this region. 

 

Fig. 5: Radial variations of dimensionless tangential 

velocity as a function of slice index η over 

dimensionless time. 

 

Fig. 6: Radial variations of dimensionless normal 

velocity as a function of slice index θ over 

dimensionless time. 

Figure 6 depicts the radial variations of dimensionless 

normal velocity as a function of the slice index θ. The heat 

flux density through the wall affects the movement of fluid 
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particles, accelerating their velocity, especially when 

substantial. 

The normal velocity curves exhibit alternations: 

• Near the axis of symmetry (between 0–20%), an 

upward movement starting from zero velocity 

characterizes this range, with a predominance of 

normal velocity up to the upper part; 

• Then a descent (between 20–90%) to the lower 

part; 

• Reaching the lower part, fluid particles ascend, 

passing through zero normal velocity, and then 

the cyclic movement of fluid particles 

recommences. 

These phenomena are interpreted by the fact that the 

movement and normal velocity of fluid particles are 

influenced by the variation of the variable heat flux density 

q imposed on the upper wall. 

 

Fig. 7: Variation of real temperature as a function of 

slice index θ over dimensionless time. 

 

Fig. 8: Variation of the average Nusselt number as a 

function of dimensionless time. 

Figure 7 depicts the variations in real temperature as a 

function of the slice index θ. It is observed that the 

temperature decreases slowly and levels off between 30–

50%, indicating the existence of a steady-state regime in 

this zone. Temperatures reach their maximum values at the 

crescent tip, where temperature variations are substantial. 

Figure 8 shows the variations in the average Nusselt 

number as a function of dimensionless time. The average 

Nusselt number decreases as dimensionless time increases, 

indicating a reduction in the temperature gradient, i.e., the 

fluid temperature begins to approach that of the walls. 

IV. CONCLUSION 

We conducted a numerical study on the transition of a 

system between two non-equilibrium stationary states 

through two-dimensional laminar natural convection in a 

cylindrical crescent. The use of the finite difference 

method by S.V. Patankar [5] allows for the approximation 

of complex partial differential transfer equations to linear 

partial differential equations. The choice of the bi-

cylindrical coordinate system is crucial and suitable for the 

crescent, given the geometric properties of the system. 

With the aid of computational tools where the program 

was executed, we obtained reliable and consistent results 

regarding radial and tangential velocities, temperature, and 

the average Nusselt number, in accordance with the 

adopted methods. 

 

NOMENCLATURE 

a: focal distance [m] 

Cp: specific heat capacity of the fluid at constant pressure 

[J.kg.K⁻¹] 

DH: characteristic length scale defined by DH = 2(r2 − r1) 

[m] 

g: acceleration due to gravity [m.s⁻²] 

F, G: functions defined in the momentum equation 

h: metric coefficient of the bi-cylindrical coordinate 

system [m] 

H: dimensionless value of h 

P: pressure within the fluid [Pa] 

q, q2: respective heat flow densities applied to the upper 

and lower walls [W.m⁻²] 

q+: dimensionless heat flux density 

r1, r2: respective radii of cylinders (C1) and (C2) [m] 

T: fluid temperature [K] 

T+: dimensionless fluid temperature 

T1: temperature of the lower cylinder [K] 

T2: temperature of the upper cylinder [K] 

ΔT: temperature difference defined by ΔT = T2 – T1 [K] 

T ′: temperature difference defined by T ′ = T – T1 [K] 

Tr: reference temperature [K] 

t: time [s] 

t+: dimensionless time 

,V V
 

: velocity components in the η and θ directions 

[m.s⁻¹] 
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,V V 

+ + : dimensionless velocity components in the η and θ 

directions 

V⃗: velocity vector with components (U, V, W) [m.s⁻¹] 

X, Y, Z: Cartesian coordinates [m] 

X+: dimensionless coordinate defined by X+ = X/DH 

α: thermal diffusivity of the fluid α = λ/ρCp [m².s⁻¹] 

β: coefficient of thermal expansion of the fluid at constant 

pressure, defined by 

1

P

P

T




 
= −  

 
 [K⁻¹] 

λ: thermal conductivity of the fluid [W.m⁻¹.K⁻¹] 

η: kinematic viscosity of the fluid [m².s⁻¹] 

ρ: density of air [kg.m⁻³] 

ω: vorticity [s⁻¹] 

ω+: dimensionless vorticity 

η, θ, Z: components in bi-cylindrical coordinates 

Ψ: stream function [m².s⁻¹] 

Ψ+: dimensionless stream function 

Indices: 

Upper Wall 

Lower Wall 

E, W: East and West nodes, respectively 

N, S: North and South nodes, respectively 

e, w: East and West faces of the control volume, 

respectively 

n, s: North and South faces of the control volume, 

respectively 
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Abstract — This work presents a methodology for reconstructing multiphase 

flow electrical capacitive tomography (ECT) images, using a particle swarm 

optimization (PSO) algorithm in the parallel processing paradigm. Intended 

is to improve the efficiency of the inverse problem algorithm in ECT, 

increasing the resolution of the reconstructed images, without necessarily 

increasing the processing time of these reconstruction technique. A 

limitation found is that, for inverse problem-type reconstruction techniques 

for ECT, the response of the sensor system is non-linear and, therefore, the 

processing time grows faster than any increase in resolution, imposing a 

high computational cost. For real-time applications, the first contribution is 

the removal of unnecessary processing from the usual code; the second is 

the creation of a new PSO algorithm for image reconstruction that is more 

efficient than normal. The new parallel processing routine present the 

physical principles of ECT, the heuristic algorithms used in the 

reconstruction process and the main concepts for parallel computing. 

I. INTRODUCTION 

Multiphase flows are often present in numerous 

industrial processes, particularly in food, chemical and 

petroleum industries and also in energy plants, among 

others (Thorn, Johansen and Hjertaker, 2013; Zainal-

Mokhtar and Mohamad-Saleh, 2013; Cui et al, 2014; Mei et 

al, 2016). In the majority of these studied flows the 

dielectric nature of matter dominates, and consequently, the 

use of electrical capacitance tomography (ECT) is 

reinforced as one of the most advantageous tomographic 

method to obtain images from such industrial processes. In 

comparison to other tomographic techniques, ECT offers 

some advantages, such as i) been non-radioactive, ii) non-

invasive and non-intrusive, iii) cost effective, iv) non 

susceptible to adverse temperature and pressure conditions 

and v) relative fast response. 

This technique is based on measurement of capacitance 

changes in dielectric distribution of the material present in 

the multiphase flow. Electrodes are placed around the flow 

pipe, usually 8 to 16, and the capacitance values across each 

pair are measured. Those capacitance measurements are 

then applied to an appropriate reconstruction algorithm 

which produces an image of the dielectric spatial 
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distribution and therefore the material across the sensor 

(Yang and Peng, 2003).  

The ECT sensor is composed by a number of electrodes 

that can be made of a cooper sheet placed around the flow 

pipe in a non-parallel way. Besides the capacitive sensor, 

there are also i) an electronic system of transduction to read 

a voltage signal which is proportional to the capacitance and 

between each pair of electrodes, and ii) a control and 

acquisition system that coordinates the multi-electrode 

measurements and converts the analog signal into the data 

to be used by the image reconstruction algorithm. 

 

II.  METHOD 

2.1 Forward and inverse problem of ECT 

Due to its specific features, ECT is considered as a soft-

field tomography. Therefore, the material to be imaged 

modifies the electric sensing field. Such effect is highly 

non-linear and the image reconstruction process becomes 

more complex in comparison to conventional x-ray 

tomography (Belo, 1999). 

Image reconstruction using ECT is a two steps task: 

firstly, the forward problem should be solved, in other 

words, it is the determination, using the excitation data, of 

the electric potentials inside the domain and the respective 

response along the contour. Secondly, the inverse problem 

should then be solved, which is the determination of the 

dielectric distribution into the domain from the relation 

between excitation data and the boundary response. 

Forward Problem Solution 

The solution of the forward problem associated with 

ECT can be defined as the determination of the electric 

potential, and thus the capacitance between the electrodes, 

associated to a given dielectric distribution over the area of 

a cross section of the pipe in study.  

If there are no free charges within the section of the 

imaged region, the relationship between the capacitance and 

permittivity distribution is modeled by Equation (1): 

�⃗� [ 𝑜 (𝑥, 𝑦)�⃗� 𝜑(𝑥, 𝑦)] = 0 (1) 

where (𝑥, 𝑦) ∈ 𝛺 represents the space domain, 0 is the 

vacuum absolute permittivity, (𝑥, 𝑦) is the relative 

permittivity distribution of the material inside the imaged 

region, 𝜑(𝑥, 𝑦) is the electric potential and 𝛤 is the closed 

curve enclosing the electrodes surrounding the region. 

The boundary conditions are defined when an electrode 

is excited with a potential 𝜑 = 𝑉0 (source electrode) and all 

others are kept on ground level (𝜑 = 0). The measuring 

process is then multiplexed for each grounded electrode 

(sensing electrode) in order to obtain the respective 

capacitance. Therefore, the potential distribution is 

expressed as  

𝜑(𝑥, 𝑦) = {
𝑉0, (𝑥, 𝑦) ∈ 𝛺𝑖

0, (𝑥, 𝑦) ∈ 𝛺𝑘, 𝑘 ≠ 𝑖
 (2) 

and for the capacitance we have 

𝐶 =
−𝜀0

𝑉𝑐
∫ (𝑥, 𝑦)�⃗� 𝜑(𝑥, 𝑦)𝑑𝛺
𝛤

 (3) 

As long as there is not a general analytic solution for 

all configurations of permittivity distribution and electrodes 

excitation conditions, only particular solutions can be 

achieved for specific configurations. For example, 

numerical routines using finite element method (FEM) have 

been developed to determine the capacitance values from 

the permittivity distribution and excitation profile of 

electrodes surrounding a pipe (Souza, 2009).  

FEM was chosen due to its versatility and robustness 

in dealing with complex geometries and inhomogeneous 

media and this is also the method implemented here to solve 

the forward problem.   

Inverse Problem Solution 

Solution of the inverse problem associated to ECT can 

be defined as the determination of the dielectric distribution 

over the area of a cross section of the pipe under analysis 

which is related to the capacitance values obtained by the 

sensor. 

One method of accomplishing this is to compare 

estimated values obtained from a numerical model with 

experimental measurements from a capacitance sensor. 

Thus, the traditional tomography problem is moved to the 

minimization of an error functional. Such functional should 

be able to reflect the discrepancies between the 

experimental measurements values and numerically 

calculated values corresponding to changes in permittivity 

distribution inside the region to be imaged. 

The optimization process consists in a search algorithm 

for the dielectric distribution that globally minimizes the 

error functional (Smolik, 2010). At initialization, the 

forward problem is solved for a given initial distribution 

which results in a numerical answer to the capacitance value 

that gives a new value to the error functional. If such value 

is smaller than the earlier value, then the former distribution 

is updated and this process will be iterated many times until 

a global minimum for the error functional is found. When 

the process ends the ultimate numerical result obtained 

should correspond to the distribution that most resembles to 

the actual permittivity distribution inside the sensor, in other 

words, an image of the sensor cross section is achieved. 

When choosing a reconstruction algorithm, the main 

considerations that we should take into account are 

computational effort, speed and accuracy. Iterative 
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algorithms can increase accuracy but, on the other hand, 

may slow the rebuilding process. Image reconstruction 

process using iterative approach is time consuming, because 

it has to estimate the capacitance value by solving the 

forward problem many times, in an iterated fashion, thus 

becoming a low-speed reconstruction technique, one that 

cannot be applied to systems that require real-time images. 

2.2 RECONSTRUCTION ALGORITHM 

Unlike direct algorithms, the iterative algorithms are 

formulated in terms of an optimization problem, 

characterized by iterated attempts to minimize an error 

function between the capacitance values obtained by the 

theoretical solution of the forward problem and 

experimental capacitance values obtained by the system 

sensor. It is assumed as the solution of the inverse problem, 

the dielectric configuration that can minimize the error 

functional (Li, 2015). 

Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is a stochastic 

computational technique based on population dynamics. 

PSO has emerged from experiences developed by Kennedy 

and Eberhart (1995) with algorithms that model a social 

behavior from a set of individuals.  

Likewise, other collective intelligence approaches, PSO 

is based on the skills of a population of individuals which 

are able to interact with each other and also the 

environment. Relying on the capabilities of self-evaluation, 

comparison and imitation, individuals are able to deal with 

a number of possible situations presented by the 

environment and therefore, global behaviors emerge from 

these interactions. The algorithm developed by Kennedy 

and Ebehart (1995) seeks the optimization of a fitness 

function using information exchanges among individuals 

(particles) and the whole population (swarm). 

In order to achieve the optimal solution, each particle in 

PSO is treated as a point in Rn space and it represents a 

potential solution of the forward problem. Particle position 

is adjusted according to its own experience as well as group 

experience. Equation (4) corresponds to the sum of three 

distinct terms: the first one refers to the particle inertia; the 

second is a cognitive term related to particle individual 

learning of the best position it had already reached; the third 

is a social term that represents the experience exchange 

among all particles. In each iteration, the particle position is 

updated according to Equation (5) which considers its 

current position as well as a displacement given by the 

velocity due to iterating process. 

 𝑣𝑖 = 𝑤𝑣𝑖 + 𝑐1𝑟1(𝑝𝑏𝑒𝑠𝑡 − 𝑥𝑖)+𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡 − 𝑥𝑖) (4) 

𝑥𝑖 = 𝑥𝑖 + 𝑣𝑖 (5) 

Where vi is the particle i current velocity, w is an inertial 

weight that balances global and local exploration, c1 and c2 

are behavior coefficients, r1 and r2 are random numbers 

between 0 and 1, pbest is the best position already reached by 

the particle and gbest is the best position found by the swarm. 

Velocity update of particles depends on parameters that 

should be adjusted for each problem to be optimized, 

namely the inertial weight, cognitive and social terms. 

Inertial weight w allows broadness on the exploration space: 

high values improve global exploration. To the contrary, 

small values favor local exploration. In this work, the 

inertial weight has an update procedure (Equation 6) 

identical to what is described in Eberhart and Shi (2001), 

where w is adjusted linearly in the interval 0.4 to 0.9. Shi 

and Eberhart (1998) suggested to keep c1 = c2 = 2.0 in order 

to balance social and cognitive behavior of the particle. 

𝑤 = 𝑤𝑚𝑎𝑥 − (𝑤𝑚𝑎𝑥 − 𝑤𝑚𝑖𝑛)
(𝑘−1)

𝑚
 (6) 

Where k is the iteration number, m is the maximum 

iteration number, wmax and wmin are the maximum and 

minimum weight, respectively. The steps for implementing 

PSO algorithm are described in the Pseudocode 1 (Eberhart 

and Shi, 2001): 

Pseudocode 1. PSO algorithm 

 

 

Result: assume gbest as the problem solution; 

 

Parallel algorithm implementation of PSO can be 

described as a master-slave paradigm (Schutte et al, 2004). 

The master processor (MP) creates a set of random initial 

positions in the space Rn, partitions this set into subsets and 
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sends them to have its fitness function analyzed by the slave 

processors (SPs). All decision processes are carried out by 

the MP, for instance, position and velocity update as well as 

the algorithm convergence control. SPs solve the forward 

problem and compare their results to the capacitance values 

obtained experimentally. Thus, for each position 

configuration the fitness function is evaluated and the 

resulting value is returned to the MP. MP and SPs tasks are 

described in Pseudocode 2.  

Pseudocode 2. Parallel PSO algorithm 

 

Result: Assume gbest  as the problem solution; 

  

 The initial steps of serial and parallel PSO algorithms 

are the same. Once the initialization step has been carried 

out by the MP, a package of m particles is sent to the SPs 

where the fitness function for each particle is evaluated. 

 Information exchange between MP and SPs is 

implemented using Message Passing Interface (MPI), a 

peer-to-peer communication library, as described in Singh 

(2012). 

Parallel algorithm application aims to reduce processing 

time span from capacitance measurements (from sensor) to 

image reconstruction in comparison to serial algorithm. 

Such reduction is attained by the distribution of forward 

problem solving to many processors. 

2.3 EVALUATION OF ALGORITHMS BY 

SIMULATION 

Algorithm process 

To analyze the spatial resolution obtained by the PSO 

algorithm applied to the ECT, we numerically simulated the 

response of a capacitive sensor with eight electrodes, with 3 

different distributions of a two-phase mixture (oil-water): A 

core flow distribution, a homogeneous distribution of oil 

water containing bubbles and finally a stratified 

distribution. 

Capacitance values were obtained from the direct 

problem solution for simulated values of permittivity, where 

they were contaminated with numerical noise in order to 

observe the impact of experimental error in the quality of 

the reconstructed image. The relative permittivity of the 

materials was admitted to be 4.1, 3.0 and 80.0, respectively 

for the acrylic pipe, oil and water contained within the pipe. 

During the process of image reconstruction, a structured 

mesh was used, subdividing the region under study in two 

subregions – inner portion and pipe wall as can be seen in 

Figure 1a) and 1b). In order to avoid the “inverse crime” 

described in Wirgin (2004), we used a more refined mesh to 

compute the simulated capacitance values and a less refined 

mesh for the solution of the inverse problem. 

 

Fig.1. Discretization domain with (a) 128 elements and (b) 

32 elements inside the pipe. 

 

For the execution of the numerical routines, it was used 

a computer with an Intel® CoreTM i7–4790, 16 GB of RAM, 

running Ubuntu operational system and GNU/Linux 64 bits 

kernel 15.10. 

A cluster was assembled using a set of virtual machines 

on VirtualBox 4.1.8 running OpenMP protocol library. 

The processing algorithm was coded in Fortran 90 

language, using the GNU Fortran compiler. For pre- and 

post-processing, routines developed in Scilab language 

have been implemented. 
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Evaluation criteria 

Two quality assessment methods were employed to 

evaluate the obtained images: qualitative and quantitative. 

The qualitative assessment involves visual comparisons of 

similarity for different reconstruction methods. 

Reconstructed images obtained from the pipe section are 

also compared quantitatively using the following 

estimators: 

a) Normalized mean square error (NMSE):  

∆ =
∑ (𝜀𝑖

ref−𝜀𝑖
𝑟𝑒𝑐)

2
𝑁
𝑖=1

∑ (𝜀𝑖
ref−𝜀𝑖

𝑟𝑒𝑐
)
2𝑁

𝑖=1

 (7) 

b) Normalized absolute error – NAE:  

𝛿 =
∑ |𝜀𝑖

𝑟𝑒𝑓
−𝜀𝑖

𝑟𝑒𝑐|𝑁
𝑖=1

∑ |𝜀𝑖
𝑟𝑒𝑓

|𝑁
𝑖=1

 (8) 

c) Correlation coefficient – Rxy:  

𝑅𝑥𝑦 =
∑ (𝜀𝑖

𝑟𝑒𝑐−�̄�𝑟𝑒𝑐)(𝜀𝑖
ref−�̄�ref)𝑁

𝑖=1

[(∑ (𝜀𝑖
𝑟𝑒𝑐−�̄�𝑟𝑒𝑐)

2𝑁
𝑖=1 )(∑ (𝜀𝑖

ref−�̄�ref)
2𝑁

𝑖=1 )]

1
2

 (9) 

Where 𝑖
ref and 𝑖

𝑟𝑒𝑐 are respectively the permittivity 

value of the element i for the reference dielectric 

distribution and reconstruted dielectric distribution by LBP 

algorithm and PSO, and ¯ref and ¯rec are their average 

values, respectively. 

The best algorithm is the one with small values of 𝛿  

and ∆ , and values of Rxy close to unity. The normalized 

quadratic error is sensitive to large errors of some elements, 

while the normalized absolute error is sensitive to small 

errors on many factors, where the correlation coefficient 

indicates the spatial similarity between the reference image 

and the reconstructed image. 

 

III.  RESULTS  

Images of the simulated flows profiles are shown on 

Figure 2. Those images should be compared with Figures 3, 

4 and 5 for the qualitative evaluation of the results. 

Numerical noise of 3% and 5% were also added to the 

capacitance values in order to test the robustness of 

reconstruction algorithms. 

In order to compare the quality of images obtained by 

the PSO algorithm, we employed linear back projection 

(LBP) algorithm as reference for the simulated flows shown 

on Figure 2. Based on the sensitivity matrix model, LBP is 

still the most cited reconstruction method and in its simplest 

implementation it presumes that the sensitivity matrix is 

invariant within the studied area (Li, 2015). All images were 

accomplished using a 5000 particles swarm and 500 

iterations. 

Numerical evaluation for the chosen estimators is listed 

on Tables 1, 2 and 3 for capacitance values without 

numerical noise, 3% and 5% of noise, respectively.  

 

Fig.2. Dielectric simulated flow profiles: (a) core flow, (b) 

bubbles and (c) stratified. 

 

Table 1. Error values ε related to the image reconstruction 

process without numerical noise. 

Flow 

Pattern 

Metho

d 

NMSE 

(%) 

NAE 

(%) 
Rxy 

CORE 

LBP 57.90

1 

56.97

1 

92.96

7 

PSO 0.137 0.112 99.99

9 

BUBBLE 

LBP 103.5

10 

125.6

70 

22.89

0 

PSO 0.010 0.010 100.0

00 

STRATIF

IED 

LBP 51.75

8 

32.23

0 

85.89

1 

PSO 2.842 1.883 99.96

1 

 

Table 2. Error values ε related to the image reconstruction 

process with numerical noise of 3%. 

Flow 

Pattern 

Metho

d 

NMSE 

(%) 

NAE 

(%) 
Rxy 

CORE 
LBP 59.134 58.560 91.836 

PSO 9.831 4.472 99.548 

BUBBLE 
LBP 102.462 123.595 22.653 

PSO 36.812 24.552 93.523 

STRATIFI

ED 

LBP 51.189 31.665 86.197 

PSO 6.281 3.400 99.815 
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Table 3. Error values ε related to the image reconstruction 

process with numerical noise of 5%. 

Flow 

Pattern 

Metho

d 

NMSE 

(%) 

NAE 

(%) 
Rxy 

CORE 
LBP 62.440 64.772 90.778 

PSO 18.389 7.613 98.400 

BUBBLE 
LBP 102.998 122.218 21.327 

PSO 55.840 37.547 85.370 

STRATIFI

ED 

LBP 52.236 33.208 85.652 

PSO 9.856 5.542 99.547 

 

 

LBP 

 

PSO 

Figure 3. Reconstructed images from simulated values 

without numerical noise. 

 

 

LBP 

 

PSO 

Figure 4. Reconstructed images from simulated values 

without numerical noise of 3%. 

 

 

LBP 

 

PSO 

Fig.5. Reconstructed images from simulated values 

without numerical noise of 5%. 

 

IV.  DISCUSSION 

PSO technique applied to ECT imaging has compelling 

results concerning its potentiality. Even in the presence of 

noise, it is possible to observe, not only visually but also by 

the quality indicators above, a good agreement between the 

proposed permittivity models and the accomplished results 

for the distinct flow patterns tested. 

 

V. CONCLUSION 

However, one of the main limitations of PSO technique 

is reached when the complexity of the optimization 

functional increases in conjunction with the amount of 

image pixels and, therefore, the number of parameters to be 

determined. This situation limits the maximum image 

resolution that can be achieved in real time applications. A 

possible solution is to grow the swarm size, which facilitates 

the determination of an optimal solution, but such approach 

is time consuming when a single processing unit is 

employed. 
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Abstract— Cementation process in oil well drilling can be challenging, 

causing serious well control issues. The properties of cement slurry aid the 

designer to know the accurate dynamic placement of the cement slurry from 

surface to downhole of the wellbore. It presents the stability of locally 

sourced CaCO3 and class G cement slurry blend, giving insight to the 

effective pumpability and setting time for better slurry placement. 

Utilization of locally source recipes serving as an alternative use to 

imported additives in the reduction of oilfield cementation operations is 

imperative, considering the cost of imported chemicals. In this paper, fine 

CaCO3 identified as an acid-soluble additive was used for the design and 

formulation of a plug cementation operation through coil tubing for zonal 

isolations. Four different blends of CaCO3 containing 20%, 25% 30%, 40% 

BWOC and 100% Class ‘G’ cement used for the experiment at a test 

temperature of 175degree F BHST and a slurry density of 15.8ppg to 

ascertain the impact of CaCO3 on the mixability, pumpability, stability on 

the cement slurry. The placement time and strength data of cement slurry is 

very crucial to meeting planned cementing schedule. From the thickening 

time evaluation, at 40BC an average range of 8hrs-11hrs pumpable time 

was deduced for all blends. However, the point of departure for 30% 

CaCO3 BWOC showed a better result.  The result helped to provide real-

time information about the initial compressive strength development in the 

slurry specimen and this aids in determining waiting on cement time 

(WOC). It indicates that the more calcium carbonate in the system, the 

lesser the strength which means that the presence of calcium carbonate 

reduces the compressive strength in an acid-soluble cement slurry 

compared to the neat slurry. The paper presents experimental details on the 

average wait on cement time and the pumpable time for acid soluble cement 

slurry, contributing to data gathering and proper well planning before 

execution and. competency in the use of the slurry designs have been 

established in this work. 
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I. INTRODUCTION 

Cementing an oil well may be challenging and lead to 

major well control concerns owing to the high chance of 

fluid loss during the operation. This might make the 

cementing process more expensive than necessary. 

Remedial cementing, also known as secondary cementing, 

is carried out if there is a concern about the well's 

performance throughout any stage of its life cycle, 

including construction, stimulation, production, and 

abandonment. This is done to mitigate problems that are 

associated with primary cement. [9,19, 20, 15] 

The remedial cement operation is categorized into two 

broad categories know as squeeze cementing and plug 

cementing. The plug cement is the placement of certain 

volume of slurry into the wellbore leaving it to set. It can 

be temporary or permanent plug within a cased or open 

hole section purposefully as a sealant to lost circulation 

zone, seal-off zones that have depleted over time, during 

directional drilling operation, as an anchor for well testing 

in open hole and as an isolation for wells abandonment. 

Acid soluble cement slurry used as a plug cement requires 

as much technical, engineering, and operational experience 

to enable adequate planning and risk assessment to cement 

placement. Therefore, accurate knowledge of its properties 

is imperative. [11, 12, 13, 14] 

On the topic “A study of acid cement reactions using 

the rotating disk apparatus” found out that class G cement 

can be used to prepare cement plugs for sectional isolation 

and how acids react with the remedial cement plugs [18]. 

The objective of the work was to understand the nature of 

the reaction of class G cement plugs with the various acid 

types to mitigate the instability of plug placement during 

primary squeeze cementation. From the analytical 

procedure, the class G cement used was Saudi class G and 

inductively coupled plasma emission spectroscopy (ICP) 

was used to analyze the number of different cations 

(Aluminum, Iron, Calcium,) present in the class G cement 

then the rotating disk apparatus was used to react the 

cement plug with various acids for dissolution in a 

dynamic condition. 

The work “Low-density acid removable cement as a 

solution for lost circulation across producing formation” 

confirmed the use of lightweight acid soluble slurry as a 

plugback cement to cut off “barefoot” (open hole) 

horizontal segment of a producing well-bore. 

Implementation of this type of plug cement that is in 

accordance with oil well cement parameters was done in 

the Middle East where it was applied as a lost circulation 

cement for the temporary plug to strengthen the wellbore 

environment and enable drilling with reduced effect of 

well control challenges. 

In the journal “particle size distribution acid-soluble 

Cement instituted that a multi-modal particle size 

distribution cement design was used to achieve the 

required acid-soluble slurry and set cement properties 

owing to the fact that the cemented laterals with its 

numerous advantages still have increased wellbore friction 

pressure during stimulation resulting to damages.[10] 

Considering the minimal pressure required (6500psi 

as highest-pressure difference between plugs) for 

placement operation, in "Successful Application of acid-

soluble plugs in open hole slotted-liner completion" 

studied and surveyed several plugs. [23]  In the bit to 

assuage well control issues resulting from huge losses 

when closed hole circulation drilling techniques (CHCD) 

is deployed with 5½’’ liner and cemented with primary 

cement for wellbore stability, this has been intricately seen  

unsafe therefore, open-hole slotted-liner with pre-installed 

acid-soluble cement (ASC) slurry was evaluated and 

consider fit for purpose for well completion procedure at 

the reservoir section in the work. The acid soluble plug 

used was magnesium-based cement plug where the 

permeability of the producing zone can be reinstalled with 

an acidizing process. The ASC was characterized by the 

following properties: low permeability rate to alley losses, 

good compressive strength for wellbore stability, exhibits 

thermal expansion, 100% dissolvable in 15% HCl acid to 

enhance well productivity, non-contamination with drilling 

fluids or completions fluids and easily drilled out [16]. The 

benefit of the study indicated an increase in well 

production as possible producing zone damage and partial 

perforation skin effect is reduced, the time and cost 

required for commission operation are mitigated using the 

open-hole slotted-liner with dissolvable cement (ASC) and 

lastly eliminating perforation operation issues (lose of gun 

in the wellbore). 

             Conventional Portland cement with a blend of 

various sized calcium carbonate and magnesium 

oxychloride cement were the two types of acid-soluble 

cement slurries in "Detailed Laboratory Experiment of 

Acid Solubilized Cements as Remedy for Missing 

Circulation from across Producing Zones." [6] This 

analytical investigation established stable rheological 

properties with densities of 13ppg to 15.8ppg (pound per 

gallon) at 300% CaCO3 bwoc also, lower compressive 

strength property with increase in the quantity of CaCO3 in 

the conventional Portland cement-based system due to 

lower cementitious or binder additive was established but 

the acid dissolution was not 100% nevertheless, the 

magnesium oxychloride cement (MOC) type showed 

complete acid dissolution. 

In the work “Low-density acid removable cement as 

a solution for lost circulation across producing formation” 
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confirmed the use of lightweight acid soluble slurry as a 

plugback cement to cut off “barefoot” (open hole) 

horizontal segment of a producing well-bore [5]. 

Implementation of this type of plug cement that is in 

accordance with oil well cement parameters was done in 

the Middle East where it was applied as a lost circulation 

cement for the temporary plug to strengthen the wellbore 

environment and enable drilling with reduced effect of 

well control challenges. It was also introduced to kill and 

abandon problematic well however, enable re-entering of 

the well after acidizing the abandoned zone [17]. This 

work identified that adjustments can be made to the 

cement type such as its density, thickening time, 

compressive strength properties, and bonding strength to 

suit the oil well specification for plug jobs as zonal 

isolation. 

 The bulk of the existing literature reviews have taken a 

quantitative approach and therefore, there is a need for a 

qualitative approach to the topic. Although some studies 

have examined different types of acid-soluble cement 

slurry, the research gaps limit our understanding of how 

calcium carbonate obtained in Nigeria can impact the 

properties of a plug acid-soluble cement. There is a lack of 

research on locally sourced calcium carbonate effect on the 

properties of acid-soluble cement slurry on its stability in 

the wellbore deployed to optimize placement time and 

tensile strength. Therefore, this study aims to analyze the 

impact calcium carbonate will have on acid-soluble 

cement slurry properties such as the thickening time, and 

the compressive strength. All these properties determine 

the placement time and the stability of the cement slurry in 

the wellbore when faced with the challenge of curing a lost 

circulation problem [8]. It will also increase the 

competency level on the subject. 

 

II. MATERIAL AND METHODS 

 This analytical study is centered on describing and 

evaluating the effect of calcium carbonate on the 

properties of an Acid soluble cement slurry.  Description 

of the materials and equipment in the experimental study 

used in achieving the objective of this study is stated 

below. [1, 2, 4, 7] 

       2.1 Materials 

• Mixer 

• Atmospheric Consistometer  

• Pressurized consistometer  

• FANN – 35 Rotational viscometers for 

Rheology  

• Fluid loss equipment  

• Free Water separation  

• Ultrasonic cement analyzer (UCA) 

 

       2.2 Additives 

i. Class G cement 

ii. Calcium carbonate fine  

iii. Deformer  

iv. Friction reducer 

v. Fluid loss additive (a synthetic co-

polymer) 

vi. Fluid loss additive (a synthetic polymer) 

vii. Retarder 

viii. Freshwater  

       2.3 Cement Slurry Formulation 

From Table 2.3 below the slurry was designed 

and formulated with various ratios of locally sourced 

CaCO3 mixed with conventional Portland cement to 

generate Acid soluble cement slurry (ASC) which was 

homogenously mixed, conditioned to the test temperature 

of 175degree F to obtain the thickening time and 

compressive strength properties. 

Table 2.3 Recipe of Acid soluble cement slurry 

 

2.4 Methods 

The experimental work was carried out in a 

cement laboratory, so results will be subject to ambient 

weather conditions during the experimental work. 

This section gives the detailed procedure of equipment 

usage, slurry conditioning procedure, thickening time 
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procedure and ultrasonic compressive strength procedure 

of the slurry design. 

 2.4.1 Weighing 

The weighing scale was used to measure the 

design recipes. This helps to keep tabs on the accurate 

amount of the recipe needed for preparation of the 

product.[3] 

 

Fig.2.1 Weighing Scale 

 

 2.4.2 Mixing 

 After measuring the additives, a warring blender 

as shown in fig 2.1 below was used to mix a homogeneous 

slurry. Mixing of the additives required following the right 

mixing order as follows: Water, deformer, friction reducer, 

fluid loss additives, retarder, and a mixed blend of cement 

and calcium carbonate in their ratios, 

Turning the blender to 4000 rpm while adding the 

additives, and then turning the blender speed to 12,000 

rpm for 30seconds makes a cement slurry that is ready to 

be conditioned. [3, 4 ,7] 

 

Fig.2.2 Fann Model 7000 Mixer 

 

 2.4.3 Thickening Time Test Procedure  

This test evaluates the time at which the slurry sets, 

and the HTHP consistometer is used for the test. The cement 

slurry was conditioned to the BHST in the atmospheric 

consistometer shown in fig 2.3 then placed into the 

pressurized consistometer as shown in fig 2.4 to determine the 

thickening time of the slurry for the various blend ratios [24, 

25]. The following procedures are followed for the 

evaluation:  All parts of the assembly cup are gathered; the 

cup thread is greased.  

and correctly coupled, then the slurry was poured in, and the 

hexagonal plug (pivot bearing) screws the cap tightly and 

excess air and slurry is removed.  Place the slurry cup into the 

pressurized consistometer. Start within 5 minutes, by turning 

on the motor and the drive table rotates the slurry cup at 150 

rpm. The potentiometer is placed on the rotating slurry cup, 

aligning the slots in the potentiometer with the inside of the 

cylinder and the bar drive is engaged and all set-ups of the test 

are carried out according to recommended practice. Input the 

test parameters into the computer software to perform the test 

to the testing temperature, pressure and Ramp time as the 

heater and timer are switched on to start data acquisition. 

After the test result was obtained, the controller/ software was 

turned off and result generated, the chamber was allowed to 

cool and the consistometer was open to remove and clean the 

potentiometer with WD-40 solvent. Slurry cup was 

disassembled, and all components cleaned. 

 

Fig.2.3 Atmospheric Consistometer 

 

 

Fig.2.4 Pressurized Consistometer 
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Fig.2.5 Parts of the pressurized consistometer 

 

 

2.4.4 Ultrasonic Cement Analyzer (UCA) test 

procedure 

The test is done to analyze the slurry strength. It 

is the ultrasonic strength of the slurry when spotted in 

the wellbore [21]. The following procedures were 

taken for the testing. The conditioned cement slurry 

was filled into the cell to the level gauge and the 

transducers coated with ultrasonic couplants (gels). O-

rings were inspected for damage to ensure no pressure 

loss. All the algorithms for the cement density and 

design are selected in the computer software. Then the 

equipment is pressurized to 3000psi for the transit 

signal. During a typical cure, temperature and pressure 

are applied beginning with the recording of the transit 

time and ending when the test is completed. After a 

result has been obtained, the machinery is shut down, 

dismantled, and cleaned. 

 

Fig.3.8 Ultrasonic Cement Analyzer 

 

III. RESULTS AND DISCUSSIONS 

The following results are discussed below in accordance 

with the slurry properties considered in this work. 

 

3.1 Thickening Time  

 Each combination of acid-soluble cement and plain 

cement was tested for how long the resulting slurry 

could remain liquid under downhole conditions and 

pump effectively to the wellbore using a procedure 

called the thickening time test. This placement time 

which is very crucial should be simulated to meet the 

planned cementing schedule as possible. Typically for a 

batch-mixed cement job where a liner hanger is used, 

the periods that make up pumpable cement are the slurry 

batch mixing time, pump time, liner plug release time, 

displacement time, liner hanger setting time, circulation 

or reverse out time, and safety margin of 2hours. 

Therefore, the minimum thickening time is engineered 

to consider all of this to optimize good slurry design and 

planning.  The thickening time chart from Figure 3.1-

Figure 3.5 was summarized in Table 3.1 of the acid-

soluble cement slurry showing a time range of 8 hours to 

11 hours, indicating longer setting time. This placement 

time which is very crucial should be simulated to meet 

the planned cementing schedule as possible. The ratio of 

30/70 showed good PoD (point of departure). The right 

data development and competency in the use of these 

slurry designs have been established in this work. 

Table 3.1 Thickening time Evaluation (BHCT:175oF, 

BHP: 6400psi, Heating Time: 48Mins) 

 

  3.1.1 Thickening Time Charts for all blends of slurries 

 

Fig.3.1 Thickening time for blend mixture 20/80 
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Fig.3.2 Thickening time for blend mixture 25/75 

 

  
Fig.3.3 Thickening time for blend mixture 30/70 

 

       
Fig.3.4 Thickening time for blend mixture 40/60 

 

 

Fig.3.5 Thickening time for 100% cement 

 

3.2 Compressive Strength (UCA) 

 Ultrasonic cement analyzer (UCA), a non-destructive test 

type for compressive strength of cement slurry measures 

and records the inverse P-wave of the velocity through the 

slurry as a function of time. After the conditioned slurry 

was inserted into the testing equipment, the cement bond 

log was calibrated by calculating the attenuation time 

using the sonic time plot shown in Fig 3.6 – Fig 3.1.0. The 

result helped to provide real-time information about the 

initial compressive strength development in the slurry 

specimen and this aids in determining waiting on cement 

time (WOC). The compressive strength which provides the 

strength data of the slurry under downhole conditions was 

evaluated and the sustained compressive strength reading 

was taken as shown in Table 3.5, and as a summary of all 

the design specimens in Fig 3.6 to Fig 3.1.0. indicates that 

the more calcium carbonate in the system the lesser the 

strength which means that the presence of calcium 

carbonate reduces the compressive strength in an acid-

soluble cement slurry. it is important to note that the 

slurries designed in this work using locally sourced 

additive fit for purpose for a plug cement operation 

depending on well parameters that need longer timing as 

the strength development of the slurries at 50psi and 

500psi was within a range of 9hrs-10hrs. Standard 

authorities adhere to compressive strength for a cementing 

process as follows: 50 to 200psi is adequate to support 

casing, 500psi is adequate for cement drill-out, 1000psi for 

perforation, 2000psi for stimulation of wellbore and the 

sidetracking job should have a pressure more than adjacent 

formation[22]. The experimental details obtained can 

contribute to data gathering and proper well planning 

before execution.  
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Table3.2 UCA test Evaluation 

 

 

3.2.1 UCA- Compressive Strength Charts 

 

Fig.3.6 Compressive Strength for blend mixture 20/80 

 

 

Fig.3.7 Compressive Strength for blend mixture 25/75 

 

 

 

Fig.3.8 Compressive Strength for blend mixture 30/70 

 

Fig.3.9 Compressive Strength for blend mixture 40/60 

 

 

Fig.3.1.0 Compressive Strength for 100% Cement 

 

IV. CONCLUSION AND RECOMMENDATION 

4.1 Conclusion 

Materials such as fluid loss additives, viscosifier, 

retarder, deformer, dispersant, cement, and locally sourced 

fine calcium carbonate needed for the experiment were 

identified for successful analysis. The concentrations of 
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the additives were formulated to give a stable designed 

slurry. Calcium carbonate of varying ratios (0, 20, 25, 30, 

and 40%) BWOC were analyzed. From the analysis, it was 

deduced that 30% calcium carbonate by weight of cement 

gave the optimum thickening time (TT) and compressive 

strength. This is because the point of departure for TT and 

the wait on cement (WOC) time was better than other 

ratios used in this work.  

4.2 Recommendation  

The downhole temperature for production zone is 

typically between 145oF to 190OF. This research was 

conducted at 175oF. Hence, it is recommended to conduct 

further research at temperatures below and above 175oF to 

increase data gathering and proper well design and 

execution. 
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Abstract— This study serves as an extension of prior research focusing 

on weighting coefficients within the context of weighted Taylor series. 

The primary objective is to determine the weighting coefficients' values 

in the weighted Taylor series for the purpose of modeling water waves 

based on velocity potential. Utilizing the weighted Taylor series, we 

derive both the weighted continuity equation and the weighted Laplace 

equation. The latter is addressed using the variable separation method 

over a sloping bottom, leading to the formulation of the velocity 

potential equation, wave constant equations, and energy conservation 

equations. Within the wave constant equations, a breaking equation is 

incorporated. Leveraging both the breaking equation and the energy 

conservation equations, breaking indexes equations are formulated. 

These equations encompass breaker length, breaker depth, and breaker 

height indexes, with weighting coefficients prominently featured. 

Calibrating the results of the breaking indexes equations against 

findings from earlier studies provides suitable values for the weighting 

coefficients. Additionally, this research introduces a shoaling-breaking 

model and a refraction-diffraction model to explore the phenomena of 

shoaling-breaking within the solution of the weighted Laplace equation. 

 

I. INTRODUCTION 

Hydrodynamic equations are conventionally expressed 

through Taylor series, typically truncated to first order, 

under the assumption that higher-order terms, such as 

second order and beyond, become negligible at very small 

intervals. While not inherently incorrect, this truncation 

approach sacrifices the representation of the function's 

characteristics encapsulated in the higher-order terms, 

leading to an imprecise approximation. 

To address this limitation, Hutahaean (2021,2022,2023a) 

proposes the utilization of weighted Taylor series. This 

involves truncating the Taylor series to the first order, while 

compensating for the omission of higher-order 

contributions through the incorporation of weighting 

coefficients. In Hutahaean's work (2023a), a more 

systematic application of Taylor series truncation is 

introduced, employing the Central Difference Method. This 

method allows for the systematic removal of even higher-

order differential terms, ensuring their disappearance 

without merely being eliminated or overlooked. 

Furthermore, the study explores the extraction of 3rd order 

odd differential term contributions, with the additional 

inclusion of 5th order terms. 

The use of the weighted Taylor series is characterized by 

the absence of truncation errors. Consequently, when 

applied to the continuity equation, the weighted Taylor 

series formulation minimizes or eliminates truncation 

errors. Similarly, the weighted Laplace equation, derived 

from the weighted continuity equation, maintains this 

heightened accuracy. Moreover, equations pertaining to 

various wave mechanics, formulated using the weighted 

Laplace equations, incorporate weighting coefficients, 

thereby enhancing their accuracy and reliability. 
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II. WEIGHTED TAYLOR SERIES  

Taylor series (Arden, Bruce W. and Astill Kenneth N. 

,1970) for a function 𝑓 = 𝑓(𝑥, 𝑡) where 𝑥 is the horizontal 

axis and 𝑡 is time 

𝑓(𝑥 + 𝛿𝑥, 𝑡 + 𝛿𝑡) = 𝑓(𝑥, 𝑡) + 𝛿𝑡
Ƌ𝑓

Ƌ𝑡
+ 𝛿𝑥

Ƌ𝑓

Ƌ𝑥
+ 

𝛿𝑡2

2!

Ƌ2𝑓

Ƌ𝑡2
+ 𝛿𝑡𝛿𝑥

Ƌ2𝑓

Ƌ𝑡Ƌ𝑥
+

𝛿𝑥2

2!

Ƌ2𝑓

Ƌ𝑥2
+ ⋯ 

                                                              ……….(1) 

 

This equation can be expressed as,     

 

𝑓(𝑥 + 𝛿𝑥, 𝑡 + 𝛿𝑡) = 𝑓(𝑥, 𝑡) + 

                     (1 +
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In this paper, 𝑥 represents the horizontal axis, 𝑧 represents 

the vertical axis, while 𝑡 represents time. 

The complete Taylor series, there are contributions from 

high-order differential terms in the first-order differential 

term. The contributions of these high-order differential 

terms can be represented by a coefficient, allowing for the 

elimination of terms with high differentials. 

𝑓(𝑥 + 𝛿𝑥, 𝑡 + 𝛿𝑡) = 𝑓(𝑥, 𝑡) + 𝛾𝑡,2𝛿𝑡
Ƌ𝑓

Ƌ𝑡
+ 𝛾𝑥𝛿𝑥

Ƌ𝑓

Ƌ𝑥
 

                                                                   ……..(2) 

𝛾𝑡,2 and 𝛾𝑥  are referred to as weighting coefficients, while 

(2) is called the weighted Taylor series. The weighted 

Taylor series for the function 𝑓(𝑥, 𝑧, 𝑡) is as follows: 

𝑓(𝑥 + 𝛿𝑥, 𝑧 + 𝛿𝑧, 𝑡 + 𝛿𝑡) = 𝑓(𝑥, 𝑧, 𝑡) + 𝛾𝑡,3𝛿𝑡
Ƌ𝑓

Ƌ𝑡
 

                                 +𝛾𝑥𝛿𝑥
Ƌ𝑓

Ƌ𝑥
+ 𝛾𝑧𝛿𝑧

Ƌ𝑓

Ƌ𝑥
      ……(3) 

 

There is no difference in the values of 𝛾𝑥  in the function 

𝑓(𝑥, 𝑡)  compared to 𝛾𝑥 in the function 𝑓(𝑥, 𝑧, 𝑡). The 

baseline values for these weighting coefficients are 𝛾𝑡,2 =

2, 𝛾𝑡,3 = 3, 𝛾𝑥 = 1 and 𝛾𝑧 = 1. More precise values of the 

weighting coefficients are presented in Table (1). The 

calculation method can be found in Hutahaean (2023a), 

where the computation of the weighting coefficients in 

Table (1) is achieved with greater accuracy compared to 

Hutahaean (2023a). In these weighting coefficients, all 

even-order differential terms in the Taylor series are 

represented, while the absorbed odd-order high differential 

terms are of order 3 and 5. Higher-order differentials are 

truncated with the reduction of intervals, 𝛿𝑡, 𝛿𝑥 and 𝛿𝑧. The 

values of the weighting coefficients are presented in Table 

(1). 

Table 1 Weighting coefficient values 

 𝛾𝑡,2 𝛾𝑡,3 𝛾𝑥 𝛾𝑧 

0.03 1.99812 3.05087 0.98899 1.11999 

0.032 1.99786 3.05877 0.98746 1.139 

0.034 1.99758 3.06738 0.98583 1.15986 

0.036 1.99728 3.07674 0.9841 1.1827 

0.038 1.99695 3.08689 0.98227 1.20765 

0.04 1.99662 3.09786 0.98034 1.23485 

0.042 1.99626 3.1097 0.97831 1.26448 

0.044 1.99588 3.12244 0.97617 1.29669 

0.046 1.99548 3.13614 0.97393 1.3317 

 

 is referred to as the optimization coefficient, where a 

larger  corresponds to a larger interval size and 

consequently, larger values for the absorbed third and fifth-

order differential terms in the weighting coefficients. This 

research aims to obtain appropriate values for the weighting 

coefficients expressed in terms of . The appropriateness is 

assessed concerning the breaking parameter generated by 

the breaking index equations. 

 

III. WEIGHTED LAPLACE EQUATION 

The Laplace equation is formulated by employing the 

continuity equation, substituting the properties of the 

velocity potential into the continuity equation. The 

formulation of the weighted continuity equation is carried 

out using a well-known method, namely by applying the 

principle of mass conservation to a control volume where 

fluid inflow-outflow occurs, 

3.1.  Weighted Continuity Equation  

By employing the weighted Taylor series, a weighted 

continuity equation can be obtained. 

𝛾𝑥
Ƌ𝑢

Ƌ𝑥
+ 𝛾𝑧

Ƌ𝑤

Ƌ𝑧
= 0                                            ……(4) 

𝑢 is the horizontal water particle velocity, and 𝑤 is the 

vertical water particle velocity. This equation represents the 

weighted continuity equation, where 𝛾𝑥 and 𝛾𝑧  are 

weighting coefficients. By using the weighted Taylor series, 

there is no longer truncation error or at least the truncation 

error has been greatly minimized 

Mathematically, equation (4) can be written as, 
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Ƌ𝑢

Ƌ𝑥
+

𝛾𝑧

𝛾𝑥

Ƌ𝑤

Ƌ𝑧
= 0 

Or, 

𝛾𝑥

𝛾𝑧

Ƌ𝑢

Ƌ𝑥
+

Ƌ𝑤

Ƌ𝑧
= 0 

Both of these writings are somewhat inaccurate and will 

result in different solutions because each coefficient has a 

specific function. It can be said that 𝛾𝑥 is associated with 
Ƌ𝑢

Ƌ𝑥
 

and 𝛾𝑧 is associated with 
Ƌ𝑤

Ƌ𝑧
. 

 

3.2. Weighted Laplace Equation 

In fluid flow, there is a scalar quantity called velocity 

potential, denoted as,  

𝑢 = −
Ƌ𝜙

Ƌ𝑥
  and  𝑤 = −

Ƌ𝜙

Ƌ𝑧
  

Substituting the velocity potential property into (4), we 

obtain the weighted Laplace equation, 

𝛾𝑥
Ƌ2𝜙

Ƌ𝑥2 + 𝛾𝑧
Ƌ2𝜙

Ƌ𝑧2 = 0                                       …….(5)   

This Laplace equation differs from the commonly used 

Laplace equation in water wave modeling, where there are 

actually weighting coefficients with 𝛾𝑥 = 𝛾𝑧 = 1.  

 

IV. SOLUTION TO THE WEIGHTED 

LAPLACE EQUATION  

4.1. Solution using the Separation of Variables Method 

The solution to (5) is carried out using the separation of 

variables method. In the variable separation method, it is 

assumed that the velocity potential is the product of three 

functions (Dean (1991)), namely 

𝜙(𝑥, 𝑧, 𝑡) = 𝑋(𝑥)𝑍(𝑧)𝑇(𝑡)                                 ….(6)  

Here, 𝑋(𝑥) :  is a function of 𝑥 only, 𝑍(𝑧) is a function of 𝑧 

only, and 𝑇(𝑡) is a function of 𝑡 only. Substituting into (5) 

and dividing the equation by (6), the following is obtained: 

𝛾𝑥

𝑋(𝑥)

Ƌ2𝑋

Ƌ𝑥2
+

𝛾𝑧

𝑍(𝑧)

Ƌ2𝑍

Ƌ𝑧2
= 0 

This equation is fulfilled if  

𝛾𝑥

𝑋(𝑥)

Ƌ2𝑋

Ƌ𝑥2
= −𝑘2 

Defined as 𝑘𝑥 =
𝑘

√𝛾𝑥
, hence  

1

𝑋(𝑥)

Ƌ2𝑋

Ƌ𝑥2 = −𝑘𝑥
2                                                   ….(7) 

 Using the same method,    

1

𝑍(𝑧)

Ƌ2𝑍

Ƌ𝑧2 = 𝑘𝑧
2                                                    ……(8)  

Where 𝑘𝑧 =
𝑘

√𝛾𝑧
.  

𝑘 is the wave number where the wavelength is 𝐿 =
2𝜋

𝑘
. 

Hence, there are two wavelengths: the horizontal 

wavelength, 𝐿𝑥 =
2𝜋

𝑘𝑥
  , and the vertical wavelength, 𝐿𝑧 =

2𝜋

𝑘𝑧
, with different lengths. 

 

Equation  (7), is offered for a solution 

𝑋(𝑥) = 𝐴 cos 𝑘𝑥𝑥 + 𝐵 sin 𝑘𝑥𝑥 

Equation  (8) has a solution of 

𝑍(𝑧) = 𝐶𝑒𝑘𝑧𝑧 + 𝐷𝑒−𝑘𝑧𝑧 

Then, an assumption is made that the velocity potential is 

periodic with respect to time; hence, 𝑇(𝑡) = sin 𝜎𝑡 

 𝜎 =
2𝜋

𝑇
 s the angular frequency, where 𝑇 is the wave 

period. Substituting 𝑋(𝑥), 𝑍(𝑧) and 𝑇(𝑡) ke (6),  

𝜙(𝑥, 𝑧, 𝑡) = (𝐴 cos 𝑘𝑥𝑥 + 𝐵 sin 𝑘𝑥𝑥) 

                         (𝐶𝑒𝑘𝑧𝑧 + 𝐷𝑒−𝑘𝑧𝑧) sin 𝜎𝑡       ….(9) 

The constants A, B, C, and D in equation (9) still need their 

specific forms to be determined. 

 

4.2. Working on the Kinematic Bottom Boundary Condition  

To obtain equations for the constants in the solution, the 

Kinematic Bottom Boundary Condition is applied at 

characteristic points where cos 𝑘𝑥𝑥 = sin 𝑘𝑥𝑥.  At these 

characteristic points, the velocity potential equation 

becomes, 

𝜙(𝑥, 𝑧, 𝑡) = (𝐴 + 𝐵) cos 𝑘𝑥𝑥 

                                (𝐶𝑒𝑘𝑧𝑧 + 𝐷𝑒−𝑘𝑧𝑧) sin 𝜎𝑡 

Kinematic bottom boundary condition is, 

𝑤−ℎ = −𝑢−ℎ

𝑑ℎ

𝑑𝑥
 

𝑤−ℎ is the vertical water particle velocity at the sea bed at 

𝑧 = −ℎ. 

𝑢−ℎ is the horizontal water particle velocity at the sea bed 

at 𝑧 = −ℎ. 

ℎ is the water depth relative to the still water level, 
𝑑ℎ

𝑑𝑥
  is the 

bottom slope, which has a negative value for waves moving 

from deeper to shallower waters. Utilizing the properties of 

velocity potential, 

𝑤(𝑥, 𝑧, 𝑡) = −
Ƌ𝜙

Ƌ𝑧
= −(𝐴 + 𝐵)𝑘𝑧 cos 𝑘𝑥𝑥 

                                        (𝐶𝑒𝑘𝑧𝑧 − 𝐷𝑒−𝑘𝑧𝑧) sin 𝜎𝑡 
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𝑤−ℎ = −(𝐴 + 𝐵)𝑘𝑧 cos 𝑘𝑥𝑥 

                                          (𝐶𝑒−𝑘𝑧ℎ − 𝐷𝑒𝑘𝑧ℎ) sin 𝜎𝑡 

𝑢(𝑥, 𝑧, 𝑡) = −
Ƌ𝜙

Ƌ𝑥
= (𝐴 + 𝐵)𝑘𝑥 sin 𝑘𝑥 

                                       (𝐶𝑒𝑘𝑧𝑧 + 𝐷𝑒−𝑘𝑧𝑧) sin 𝜎𝑡 

 

𝑢−ℎ = (𝐴 + 𝐵)𝑘𝑥 sin 𝑘𝑥𝑥 (𝐶𝑒−𝑘𝑧ℎ + 𝐷𝑒𝑘𝑧ℎ) sin 𝜎𝑡 

The substitution of the Equations   𝑤−ℎ and 𝑢−ℎ to 

Kinematic Bottom Boundary Condition was performed at 

characteristic points as well as at (𝐴 + 𝐵) and  and when 

sin(σt) is not equal to zero, yields the equation 

𝑘𝑧(𝐶𝑒−𝑘𝑧ℎ − 𝐷𝑒𝑘𝑧ℎ) = 𝑘𝑥(𝐶𝑒−𝑘𝑧ℎ + 𝐷𝑒𝑘𝑧ℎ)
𝑑ℎ

𝑑𝑥
 

(𝑘𝑧 − 𝑘𝑥

𝑑ℎ

𝑑𝑥
) 𝐶𝑒−𝑘𝑧ℎ = (𝑘𝑧 + 𝑘𝑥

𝑑ℎ

𝑑𝑥
) 𝐷𝑒𝑘𝑧ℎ 

Considering  𝑘𝑥 =
𝑘

√𝛾𝑥
 dan 𝑘𝑧 =

𝑘

√𝛾𝑧
 

(
1

√𝛾𝑧

−
1

√𝛾𝑥

𝑑ℎ

𝑑𝑥
) 𝐶𝑒−𝑘𝑧ℎ = (

1

√𝛾𝑧

+
1

√𝛾𝑥

𝑑ℎ

𝑑𝑥
) 𝐷𝑒𝑘𝑧ℎ 

𝐶 = 𝐷𝑒2𝑘𝑧ℎ

1

√𝛾𝑧
+

1

√𝛾𝑥

𝑑ℎ
𝑑𝑥

1

√𝛾𝑧
−

1

√𝛾𝑥

𝑑ℎ
𝑑𝑥

 

Defined as,  

𝛼 =

1

√𝛾𝑧
+

1

√𝛾𝑥

𝑑ℎ
𝑑𝑥

1

√𝛾𝑧
−

1

√𝛾𝑥

𝑑ℎ
𝑑𝑥

 

Hence  

𝐶 = 𝐷𝑒2𝑘𝑧ℎ𝛼 

Substituting to (7) 

𝜙(𝑥, 𝑧, 𝑡) = (𝐴 + 𝐵) cos 𝑘𝑥𝑥 

                       (𝐷𝑒2𝑘𝑧ℎ𝛼𝑒𝑘𝑧𝑧 + 𝐷𝑒−𝑘𝑧𝑧) sin 𝜎𝑡 

 

𝜙(𝑥, 𝑧, 𝑡) = (𝐴 + 𝐵)𝐷𝑒𝑘𝑧ℎ cos 𝑘𝑥𝑥 

                                      (𝛼𝑒𝑘𝑧(𝑧+ℎ) + 𝑒−𝑘𝑧(𝑧+ℎ)) sin 𝜎𝑡 

 

Defined as, 

𝛽(𝑧) =
𝛼𝑒𝑘𝑧(𝑧+ℎ) + 𝑒−𝑘𝑧(𝑧+ℎ)

2
 

𝛽1(𝑧) =
𝛼𝑒𝑘𝑧(𝑧+ℎ) − 𝑒−𝑘𝑧(𝑧+ℎ)

2
 

Where on 𝛼 = 1, 

 𝛽(𝑧) = cosh 𝑘𝑧(ℎ + 𝑧); 𝛽1(𝑧) = sinh 𝑘𝑧(ℎ + 𝑧) 

𝜙(𝑥, 𝑧, 𝑡) = 2(𝐴 + 𝐵)𝐷𝑒𝑘𝑧ℎ𝛽(𝑧) cos 𝑘𝑥 sin 𝜎𝑡 

Defined as 𝐴 = 2𝐴 dan 𝐵 = 2𝐵, hence  

𝜙(𝑥, 𝑧, 𝑡) = (𝐴 + 𝐵)𝐷𝑒𝑘𝑧ℎ𝛽(𝑧) cos 𝑘𝑥𝑥 sin 𝜎𝑡 

Hutahaean (2022) shows that 𝐴 = 𝐵 

𝜙(𝑥, 𝑧, 𝑡) = 2 𝐴𝐷𝑒𝑘𝑧ℎ𝛽(𝑧) cos 𝑘𝑥𝑥 sin 𝜎𝑡 

Defined as 𝐺 = 𝐴𝐷𝑒𝑘𝑧ℎ 

𝜙(𝑥, 𝑧, 𝑡) = 2𝐺𝛽(𝑧) cos 𝑘𝑥𝑥 sin 𝜎𝑡  

The full equation, 

𝜙(𝑥, 𝑧, 𝑡) = 𝐺𝛽(𝑧) cos 𝑘𝑥𝑥 sin 𝜎𝑡 + 𝐺𝛽(𝑧) 

                                         sin 𝑘𝑥𝑥 sin 𝜎𝑡           …..(10) 

 

At the characteristic point where cos 𝑘𝑥𝑥 = sin 𝑘𝑥𝑥, 

velocity potential equation becomes, 

𝜙(𝑥, 𝑧, 𝑡) = 2𝐺𝛽(𝑧) cos 𝑘𝑥𝑥 sin 𝜎𝑡              ……(11) 

 

V. EQUATION FOR 𝑮 

The equation for 𝐺 is formulated by integrating the 

Kinematic Free Surface Boundary Condition with respect to 

time 𝑡 and is performed at characteristic points. The form of 

the Kinematic Free Surface Boundary Condition uses a 

weighted Taylor Series for two variables 𝑓 = 𝑓(𝑥, 𝑡), in this 

case, where the function 𝑓 is the water elevation 𝜂 =

𝜂(𝑥, 𝑡). 

𝜂(𝑥 + 𝛿𝑥, 𝑡 + 𝛿𝑡) = 𝜂(𝑥, 𝑡) + 𝛾𝑡,2𝛿𝑡
Ƌ𝜂

Ƌ𝑡
+ 𝛾𝑥𝛿𝑥

Ƌ𝜂

Ƌ𝑥
 

𝜂(𝑥 + 𝛿𝑥, 𝑡 + 𝛿𝑡) − 𝜂(𝑥, 𝑡)

𝛿𝑡
= 𝛾𝑡,2

Ƌ𝜂

Ƌ𝑡
+ 𝛾𝑥

𝛿𝑥

𝛿𝑡

Ƌ𝜂

Ƌ𝑥
 

With 𝛿𝑡 and 𝛿𝑥 that are small, there obtained, 

𝐷𝜂

𝑑𝑡
= 𝛾𝑡,2

Ƌ𝜂

Ƌ𝑡
+ 𝛾𝑥𝑢𝜂

Ƌ𝜂

Ƌ𝑥
 

𝐷𝜂

𝑑𝑡
 is the total velocity of vertical surface water particle 

movement is denoted as  𝑤𝜂, while 𝑢𝜂 represents the 

horizontal surface water particle velocity. Therefore, the 

equation for the Kinematic Free Surface Boundary 

Condition is. 

𝑤𝜂 = 𝛾𝑡,2

Ƌ𝜂

Ƌ𝑡
+ 𝛾𝑥𝑢𝜂

Ƌ𝜂

Ƌ𝑥
 

This equation is expressed as the water surface equation  as 

follows, 

𝛾𝑡,2

Ƌ𝜂

Ƌ𝑡
= 𝑤𝜂 − 𝛾𝑥𝑢𝜂

Ƌ𝜂

Ƌ𝑥
 

𝑤𝜂 and 𝑢𝜂 are substituted by velocity potential  (11), using 

the velocity potentials properties (𝑢 = −
Ƌ𝜙

Ƌ𝑥
, 𝑤 = −

Ƌ𝜙

Ƌ𝑧
), 

and by considering that 𝑘𝑥 =
𝑘

√𝛾𝑥
 dan  𝑘𝑧 =

𝑘

√𝛾𝑧
, 
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𝛾𝑡,2

Ƌ𝜂

Ƌ𝑡
= −2𝐺𝑘 (

1

√𝛾𝑧

𝛽1(𝜂) + √𝛾𝑥𝛽(𝜂)
Ƌ𝜂

Ƌ𝑥
) 

                                𝑐𝑜𝑠𝑘𝑥𝑥 𝑠𝑖𝑛(𝜎𝑡)           ……(12) 

 

For the periodical function, 

2𝐺𝑘 (
1

√𝛾𝑧

𝛽1(𝜂) + √𝛾𝑥𝛽(𝜂)
Ƌ𝜂

Ƌ𝑥
) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

Integration (12) can be resolved by integrating 𝑠𝑖𝑛(𝜎𝑡). 

𝜂(𝑥, 𝑡) =
2𝐺𝑘

𝛾𝑡,2𝜎
(

1

√𝛾𝑧

𝛽1(𝜂) + √𝛾𝑥𝛽(𝜂)
Ƌ𝜂

Ƌ𝑥
) 

                                                      𝑐𝑜𝑠𝑘𝑥𝑥 𝑐𝑜𝑠(𝜎𝑡) 

 

For the periodical function, 

𝐴 =
2𝐺𝑘

𝛾𝑡,2𝜎
(

1

√𝛾𝑧
𝛽1(𝜂) + √𝛾𝑥𝛽(𝜂)

Ƌ𝜂

Ƌ𝑥
)               …..(13) 

Where 𝐴 is wave amplitude. Hence, water surface elevation 

equation is presented as, 

𝜂(𝑥, 𝑡) = 𝐴 𝑐𝑜𝑠𝑘𝑥𝑥 𝑐𝑜𝑠(𝜎𝑡)                           …..(14) 

Ƌ𝜂

Ƌ𝑥
= −𝑘𝑥𝐴 sin 𝑘𝑥𝑥 cos 𝜎𝑡 

At the characteristic point, 𝑐𝑜𝑠𝑘𝑥𝑥 = 𝑠𝑖𝑛𝑘𝑥𝑥 dan 

𝑐𝑜𝑠(𝜎𝑡) = 𝑠𝑖𝑛(𝜎𝑡) 

Ƌ𝜂

Ƌ𝑥
= −

𝑘𝑥𝐴

2
 

Substituted to (13), obtaining a wave amplitude function 

equation as follows.  

𝐴 =
2𝐺𝑘

𝛾𝑡,2𝜎
(

1

√𝛾𝑧

𝛽1 (
𝐴

2
) − √𝛾𝑥𝛽 (

𝐴

2
)

𝑘𝑥𝐴

2
) 

Considering 𝑘𝑥 =
𝑘

√𝛾𝑥
 and taking out 𝛽 (

𝐴

2
) of the bracket, 

𝐴 =
2𝐺𝑘𝛽 (

𝐴
2

)

𝛾𝑡,2𝜎
(

1

√𝛾𝑧

𝛽1 (
𝐴
2

)

𝛽 (
𝐴
2

)
−

𝑘𝐴

2
) 

Based on the conservation law of wave number discussed in 

section (6), hence 𝛽 (
𝐴

2
) and 𝛽1 (

𝐴

2
) are constant, where 

𝛽1 (
𝐴
2

)

𝛽 (
𝐴
2

)
= 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

This constant value applies to all bodies of water, including 

both deep water and shallow water. In deep water where the 

bottom slope no longer has an effect, hence    

𝛽1 (
𝐴
2

)

𝛽 (
𝐴
2

)
= tan 𝑘 (ℎ +

𝐴

2
) ≈ 1 

This condition is achieved when, 

𝑘 (ℎ +
𝐴

2
) = 𝜃𝜋 

Where tanh 𝜃𝜋 ≈ 1, 𝜃 is referred to as the deep water 

coefficient. The equation for the wave amplitude function 

becomes: 

𝐴 =
2𝐺𝑘 cosh 𝜃𝜋

𝛾𝑡,2𝜎
(

tanh 𝜃𝜋

√𝛾𝑧
−

𝑘𝐴

2
)                            …..(15) 

This equation can be expressed as Equation for 𝐺, 

𝐺 =
𝜎𝛾𝑡,2𝐴

2𝑘(
tanh 𝜃𝜋

√𝛾𝑧
−

𝑘𝐴

2
) cosh 𝜃𝜋

                                  ……(16) 

 

VI. EQUATIONS OF CONSERVATION 

In its movement towards shallower waters, waves will 

undergo changes in its constants, namely 𝐺, 𝑘 and 𝐴. The 

governing equations controlling these changes are the 

conservation equation of wave number and the conservation 

equation of energy. 

a. Conservation Equation of Wave Number 

In the method of separating variables, it is stated that 𝑍(𝑧) 

is a function of 𝑧 only. For the velocity potential equation, 

𝑍(𝑧)is expressed as:  

𝑍(𝑧) = 𝛽(𝑧)  

As only function 𝑧, hence, 

Ƌ𝑍(𝑧)

Ƌ𝑥
= 𝛽1(𝑧)

Ƌ𝑘𝑧(ℎ + 𝑧)

Ƌ𝑥
= 0 

Hence   

Ƌ𝑘𝑧(ℎ + 𝑧)

Ƌ𝑥
= 0 

Substituting 𝑘𝑧 =
𝑘

√𝛾𝑧
 and according to the formulation of 𝐺 

equation, therefore  𝑧 =
𝐴

2
  is used. 

Ƌ𝑘(ℎ+
𝐴

2
)

Ƌ𝑥
= 0                                                 ……(17) 

This equation is the conservation equation of wave number. 

This equation shows that,, 

𝑘 (ℎ +
𝐴

2
) = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡  

The constant value is found in deep water, i.e., 

tanh 𝑘 (ℎ +
𝐴

2
) ≈ 1  

Where tanh 𝜃𝜋 ≈ 1 and 𝜃 is the deep water coefficient, 

therefore,  

𝑘 (ℎ +
𝐴

2
) = 𝜃𝜋                                                ….(18) 

This equation is valid for all water depths, including deep 

water and shallow water. 

b. Conservation Equation of Energy 
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Substituting (10) into (5) using the properties of velocity 

potential, and working on the obtained equation with point 

characteristic properties, we get 

Ƌ2𝐺

Ƌ𝑥2 = 0                                                              …(19) 

Substituting (11) into (5) using the properties of velocity 

potential and considering (19) at characteristic points, we 

obtain  

𝐺
Ƌ𝑘

Ƌ𝑥
+ 2𝑘

Ƌ𝐺

Ƌ𝑥
= 0                                              ….(20) 

This is an energy conservation equation. 

 

VII. DEEP WATER WAVE LENGTH 

Hutahaean (2022) formulates the relationship between 

wavelength and wave height in deep water. By employing 

weighting coefficients in this study, the relationship 

between wavelength and wave height in deep water is, 

 

 𝐿0 =
𝜋(𝛾𝑡,2+

𝛾𝑧𝛾𝑡,3
2

)𝐻0

𝛾𝑡,3𝑡𝑎𝑛ℎ𝜃𝜋
                                         ….(21) 

𝐿0,𝑥 = 𝐿√𝛾𝑥 

𝐿0,𝑧 = 𝐿√𝛾𝑧 

 

Example calculation results of the wavelength for a wave 

amplitude 𝐴 = 1.2 m, with various values of 

weighting coefficients, are presented in Table (2). 

Table.2 Wave length at wave amplitude of 1.2 m. 

 

 

𝐿𝑥 

(m) 

𝐿𝑧 

(m) 

𝐻

𝐿𝑥

 

0.03 9.11 9.695 0.263 

0.032 9.161 9.839 0.262 

0.034 9.217 9.997 0.26 

0.036 9.279 10.172 0.259 

0.038 9.347 10.363 0.257 

0.04 9.421 10.573 0.255 

0.042 9.503 10.803 0.253 

0.044 9.592 11.055 0.25 

0.046 9.689 11.33 0.248 

 

In Table (2), the ε values represent the weighting 

coefficients, with the corresponding values available in 

Table (1). 

Table (2) includes two wavelengths: the horizontal 

wavelength 𝐿𝑥 and the vertical wavelength 𝐿𝑧. These 

wavelengths exhibit a slight difference, although both are 

present. It is noteworthy that a larger  corresponds to a 

longer wavelength, resulting in a smaller wave steepness. 

Toffoli, A., Babanin, A., Onaroto, M., and Wased, T. 

(2010), determined that the critical wave steepness is 0.170, 

with a recommended upper limit of 0.200. To align with 

Toffoli et al.'s criteria and achieve a wave steepness closer 

to their recommendations, it is advisable to utilize a larger ε 

value. 

 

VIII. WAVE TRANSFORMATION MODEL 

This section demonstrates that the potential velocity 

encompasses the shoaling-breaking phenomenon. Notably, 

this phenomenon persists irrespective of whether the 

original Laplace equation (as proposed by Hutahaean 

(2023b)) or the weighting coefficients 𝛾𝑥 = 𝛾𝑧 = 1 are 

employed. The focus of this section is solely on illustrating 

that the shoaling-breaking phenomenon remains unaffected 

by the weighting coefficients in the Laplace equation. 

Within this context, the weighting coefficient plays a crucial 

role in influencing the breaking characteristics. 

Specifically, it impacts key parameters such as breaker 

height 𝐻𝑏 , breaker depth ℎ𝑏 and breaker length 𝐿𝑏. 

8.1. Shoaling Breaking Modeling 

The shoaling and breaking models are established based on 

conservation equations (17) and (20), incorporating 

equations governing the wave amplitude function (15) and 

the function 𝐺 (16). The detailed formulation process is 

elucidated in Hutahaean (2023b). The equations governing 

the changes in wave constants 𝑘, 𝐴, and 𝐺 as a wave travels 

from point 𝑥 to 𝑥 + 𝛿𝑥 are essential components of this 

approach.  

𝑑𝑘

𝑑𝑥
= −

4𝑘

(4ℎ+3𝐴)

𝑑ℎ

𝑑𝑥
                                            ……(22)  

Ƌ𝐴

Ƌ𝑥
=

𝐺

𝜎𝛾𝑡,2

Ƌ𝑘

Ƌ𝑥
(

tan 𝜃𝜋

√𝛾𝑧
−

𝑘𝐴

2
) cosh (𝜃𝜋)              ..…..(23) 

Furthermore, 

𝑘𝑥+𝛿𝑥 = 𝑘𝑥 + 𝛿𝑥
Ƌ𝑘

Ƌ𝑥
 

𝐴𝑥+𝛿𝑥 = 𝐴𝑥 + 𝛿𝑥
Ƌ𝐴

Ƌ𝑥
 

𝐺𝑥+𝛿𝑥 = 𝑒ln 𝐺𝑥−
1
2

(ln 𝑘𝑥+𝛿𝑥−ln 𝑘𝑥)
 

 

To demonstrate the outcomes of the shoaling-breaking 

model, an analysis was conducted in a coastal zone 

characterized by a bottom slope of 
𝑑ℎ

𝑑𝑥
= −0.02. The study 

utilized waves with a period of 8.0 seconds and a deep water 

wave amplitude of 𝐴0 = 1.2  meters. The deep water 
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coefficient 𝜃 = 1.60, and a weighting coefficient of =

0.042 was applied, with the specific values found in Table 

(1). The deep water wave number, 𝑘0, was calculated using 

equation (21), and the deep water wave height, ℎ0 =
𝜃𝜋

𝑘0
−

𝐴0

2
. Additionally, the deep water wave constant 𝐺0 was 

calculated using equation (16). The results of the shoaling-

breaking model are visually presented in Figure (1), 

offering a comprehensive illustration of the dynamic 

behavior in the coastal zone under the specified conditions. 

 

Fig.1: The outcome of shoaling-breaking modeling 

 

In Fig(1), it can be observed that the model is able to 

simulate shoaling and breaking phenomena effectively. 

Details regarding breaking characteristics, including 

breaker height 𝐻𝑏 , breaker depth ℎ𝑏 and breaker length𝐿𝑏, 

are discussed in another section. 

8.2 Refraction-Diffraction Analysis 

Utilizing the shoaling-breaking equations, the formulation 

of refraction-diffraction equations is established, as detailed 

in Hutahaean (2023b). The application of the refraction-

diffraction model is demonstrated on bathymetry featuring 

a headland configuration (Fig. (2)), considering waves with 

a period of 8 seconds and a deep water wave amplitude of 

1.20 meters. The resulting 2-D contour image depicting 

wave height from the refraction-diffraction model is 

presented in Fig. (3), while Fig. (4) illustrates the 3-D wave 

height contour.  

   

 

 

 

 

 

 

Fig.2: Batimetri tanjong contour 

The model implementation involves a deep water 

coefficient of 𝜃 = 1.60 and an optimization coefficient of 

= 0.042, providing insights into wave behavior in the 

presence of bathymetric features and headlands. 

           

Fig.3: Wave height 2-D Contour 

         

Fig.4: wave height 3-D Contour 

 

In the analysis of refraction-diffraction results, a notable 

concentration of wave energy is observed at the center of 

the headland, coinciding with the point where breaking 

occurs. Both the shoaling-breaking model and the 

refraction-diffraction model incorporate equations 

involving the wave amplitude function, wave number 

conservation, and energy conservation to collectively 

simulate the processes of shoaling and breaking. These 

equations include weighting coefficients. 

To determine suitable values for these weighting 

coefficients, an examination will be conducted using 

breaker index equations, as elaborated upon in the 

subsequent section.. 
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IX. BREAKING INDEXES EQUATIONS. 

In the preceding section, it has been demonstrated that the 

developed equations can effectively simulate shoaling and 

breaking. In this section, breaking indexes equations are 

formulated, and the role of corresponding weighting 

coefficients is studied. 

9.1.Equation  breaking.   

The breaking equation is present in both the wave amplitude 

function Equation (15) and the wave constant Equation 𝐺 

(16). Breaking occurs when, 

tanh 𝜃𝜋

√𝛾𝑧
−

𝑘𝐴

2
= 0                                             ……(24) 

Based on Equation (24), breaker indexes are formulated, 

including the breaker length index, breaker depth index, and 

breaker height index. 

 

9.2. Breaker Length Index Equation 

Equation (24) can be expressed as,  

𝑘𝐴

2
=

tanh 𝜃𝜋

√𝛾𝑧

 

Considering 𝑘𝑥 =
𝑘

√𝛾𝑥
 or 𝑘 = 𝑘𝑥√𝛾𝑥 and 𝑘𝑥 =

2𝜋

𝐿𝑥
  hence   

𝐻𝑏

𝐿𝑏,𝑥
=

2 tanh 𝜃𝜋√𝛾𝑥

𝜋√𝛾𝑧
                                         ……(25) 

𝐻𝑏  represents the breaking wave height, while 𝐿𝑥,𝑏  is the 

horizontal wavelength at the breaker point. In Equation 

(25), there are weighting coefficients, namely 𝛾𝑥 and 𝛾𝑧, 

indicating the influence of weighting coefficients on 

breaking characteristics in this equation. In Table (3), the 

calculation of  
𝐻𝑏

𝐿𝑏,𝑥
 is presented for various values of  and 

𝜃, where 𝜃1 = 1.60, 𝜃2 = 1.70, 𝜃3 = 1.80 and 𝜃1 = 1.90. 

The values of  tanh 𝜃𝜋 include, 

tanh 1.6𝜋 = 0.999914 

tanh 1.7𝜋 = 0.999954 

tanh 1.8𝜋 = 0.999975 

tanh 1.9𝜋 = 0.999987 

All of them ≈ 1.  

Table.3 The value of 
𝐻𝑏

𝐿𝑏,𝑥
 on different  and 𝜃 

 𝜃1 𝜃2 𝜃3 𝜃4 

0.03 0.565 0.565 0.565 0.565 

0.032 0.555 0.555 0.555 0.555 

0.034 0.545 0.545 0.545 0.545 

0.036 0.535 0.535 0.535 0.535 

0.038 0.524 0.524 0.524 0.524 

0.04 0.513 0.513 0.513 0.513 

0.042 0.502 0.502 0.502 0.502 

0.044 0.49 0.49 0.49 0.49 

0.046 0.479 0.479 0.479 0.479 

In Table (3), it can be observed that as the value of  

increases, the value of 
𝐻𝑏

𝐿𝑏,𝑥
 decreases. Meanwhile, 

concerning the deep water coefficient 𝜃, the value of 
𝐻𝑏

𝐿𝑏,𝑥
 

remains constant, as this is only considered up to the third 

decimal place. If examined up to the fifth decimal place, the 
𝐻𝑏

𝐿𝑏,𝑥
 value increases with an increase in the 𝜃 value. 

9.3. Breaker Depth Index Equation. 

Defined as 

tanh 𝑘 (ℎ +
𝐴

2
) = 𝛼𝑘 (ℎ +

𝐴

2
) 

Substituting to (24), 

𝛼𝑘 (ℎ +
𝐴
2

)

√𝛾𝑧

−
𝑘𝐴

2
= 0 

𝛼𝑘 (ℎ +
𝐴

2
) −

√𝛾𝑧𝑘𝐴

2
= 0 

𝛼𝑘ℎ +
𝛼𝑘𝐴

2
−

√𝛾𝑧𝑘𝐴

2
= 0 

𝛼 − (√𝛾𝑧 − 𝛼)
𝐴

2ℎ
= 0 

𝑘 (ℎ +
𝐴

2
) = 𝜃𝜋 hence , 

Substituting to Equation  𝛼, 

𝛼 =
tanh 𝜃𝜋

𝜃𝜋
 

At breaker point and on the sinusoidal wave, 𝐴 =
𝐻

2
 applies 

tanh 𝜃𝜋

𝜃𝜋
− (√𝛾𝑧 −

tanh 𝜃𝜋

𝜃𝜋
)

𝐴

2ℎ
= 0 

tanh 𝜃𝜋 − (𝜃𝜋√𝛾𝑧 − tanh 𝜃𝜋)
𝐻𝑏

4ℎ𝑏

= 0 

𝐻𝑏

ℎ𝑏
=

4 tanh 𝜃𝜋

(𝜃𝜋√𝛾𝑧−tanh 𝜃𝜋)
                        ………………..(26) 

This equation represents the breaker depth index, where ℎ𝑏 

is the breaker depth. In equation (26), there is a weighting 

coefficient denoted as 𝛾𝑧. Table (4) presents the results of 

the calculation of equation (26) for various values of 𝜃 and 

several values of . In the table, 𝜃1 = 1.60, 𝜃2 = 1.70, 𝜃3 =

1.80 and 𝜃1 = 1.90. 
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Table.4 the value of 
𝐻𝑏

ℎ𝑏
 on several values of  and 𝜃 

 𝜃1 𝜃2 𝜃3 𝜃4 

0.03 0.869 0.808 0.754 0.708 

0.032 0.853 0.793 0.741 0.695 

0.034 0.836 0.777 0.726 0.682 

0.036 0.819 0.762 0.712 0.668 

0.038 0.801 0.745 0.697 0.654 

0.04 0.783 0.728 0.681 0.639 

0.042 0.764 0.711 0.665 0.625 

0.044 0.745 0.694 0.649 0.61 

0.046 0.726 0.676 0.633 0.594 

 

The results in Table (4) indicate that the value of 
𝐻𝑏

ℎ𝑏
 

decreases with an increase in  and also decreases with an 

increase in 𝜃. For a constant value of 𝐻𝑏 , the decrease in 
𝐻𝑏

ℎ𝑏
  

with an increase in 𝜃 suggests a deeper breaker depth. 

According to Mc. Cowan's criteria (1894), where 
𝐻𝑏

ℎ𝑏
=

0.78, and considering the calculation of the breaker height 

ℎ𝑏 in subsection (9.5), resulting in = 0.038 − 0.046, the 

appropriate 𝜃 value is therefore 1.60. 

9.4 Breaker depth-length index. 

Equation (25) is written as an equation for 𝐻𝑏  and 

substituted into (26), resulting in the breaker depth-length 

index equation, denoted as Equation (27). 

ℎ𝑏

𝐿𝑏,𝑥
= (

𝜃

2
−

tanh 𝜃𝜋

2𝜋√𝛾𝑧
) √𝛾𝑥                                    ….(27) 

Condition 
ℎ

𝐿
≥ 1 represents deep water conditions. Breaking 

due to bathymetry occurs in shallow water where 
ℎ

𝐿
< 1 

hence, (27) must be less than 1. Table (5) illustrates the 

values of 
ℎ𝑏

𝐿𝑏,𝑥
 for = 1.60 and 𝜃 = 2.30 

Table.5 Provides an overview of the values of 
ℎ𝑏

𝐿𝑏
 

concerning the deep water coefficient 𝜃. 

 𝜃 = 1.60 𝜃 = 2.30 

 

ℎ𝑏

𝐿𝑏,𝑥

 
𝐻𝑏

ℎ𝑏

 
ℎ𝑏

𝐿𝑏,𝑥

 
𝐻𝑏

ℎ𝑏

 

0.03 0.65 0.869 0.996 0.567 

0.032 0.651 0.853 0.997 0.557 

0.034 0.652 0.836 0.997 0.547 

0.036 0.653 0.819 0.998 0.536 

0.038 0.655 0.801 0.998 0.525 

0.04 0.656 0.783 0.999 0.514 

0.042 0.657 0.764 0.999 0.502 

0.044 0.658 0.745 1 0.491 

0.046 0.659 0.726 1 0.479 

 

From Table (5), it is evident that as the value of ε increases, 

the value of 
ℎ𝑏

𝐿𝑏,𝑥
, also increases, and as 𝜃 increases, the value 

of 
ℎ𝑏

𝐿𝑏,𝑥
 also increases. At 𝜃 = 2.30, the value of 

ℎ𝑏

𝐿𝑏,𝑥
  

approaches 1. It can be concluded that the value of 𝜃 must 

be less than 2.30. 

9.5. Breaker Height  Index Equation, 
𝐻𝑏

𝐻0
. 

The breaker height index is the ratio of the breaker height to 

the wave height in deep water, denoted as 
𝐻𝑏

𝐻0
. The wave 

energy for a single wavelength is given by the equation: 

𝐸 = 𝑐𝐸𝜌𝑔𝐻2𝐿 

where 𝑐𝐸  is the energy coefficient. In the linear wave theory 

(Dean (1991)), 𝑐𝐸 =
1

8
.  In this context, the value of 𝑐𝐸  is not 

influential as it cancels out in the energy conservation 

equation. By equating the wave energy at the breaker point 

to the wave energy in deep water, we obtain Equation (28): 

𝐻𝑏
2𝐿𝑏 = 𝐻0

2𝐿0                                                ……(28) 

Equation (25) can be expressed as an equation for 𝐿𝑏 and 

substituted into (28). Meanwhile, 𝐿0 is substituted with 

(21), resulting in Equation (29): 

𝐻𝑏

𝐻0
= (

2√𝛾𝑥(𝛾𝑡,2+
𝛾𝑧𝛾𝑡,3

2
)

𝛾𝑡,3√𝛾𝑧
)

1
3⁄

                                ….(29) 

In this equation, there are no parameters for the deep water 

coefficient 𝜃 and wave period. Therefore, the breaker height 

is solely determined by the deep water wave height 𝐻0  and 

the weighting coefficient. 

To illustrate the influence of the weighting coefficient on 

the breaker height index 
𝐻𝑏

𝐻0
 and the breaker height 𝐻𝑏 , the 

results are presented in Table (6). The calculated breaker 

height is compared with the breaker height from Komar, 

Paul D., and Gaughan, Michael K. (1968): 

𝐻𝑏 = 0.39 𝑔
1

5⁄ (𝑇𝐻0)
2

5⁄   m. 

In this equation, the wave period 𝑇, is set to 8 seconds, and 

two different deep water wave heights 𝐻0 of 2.00 m and 

2.40 m are used. In Table (6), 𝐻𝑏−29 is the result of Equation 

(29) multiplied by 𝐻0. 

In Table (6), an observable trend is noted: as  increases, the 

breaker height decreases. Following the Komar-Gaughan 

equation, a breaker height 𝐻0 = 2.00 𝑚 is achieved at =
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0.038, while for a higher initial wave height 𝐻0 = 2.40 𝑚, 

the corresponding = 0.046. However, it is challenging to 

precisely determine ε from these findings. For a wave height 

of 2.40 m and a wave period of 8 seconds, identified as the 

maximum in that period, a pragmatic approach suggests 

using = 0.042 for wave heights below the maximum. 

Table.6 Presents the calculated breaker height 𝐻𝑏 . 

 

 

𝐻𝑏

𝐻0

 

𝐻0 = 2.0 𝑚 𝐻0 = 2.4 𝑚 

𝐻𝑏−29 𝐻𝑏−𝐾 𝐻𝑏−29 𝐻𝑏−𝐾 

0.03 1.267 2.534 2.463 3.041 2.85 

0.032 1.259 2.518 2.463 3.021 2.85 

0.034 1.25 2.501 2.463 3.001 2.85 

0.036 1.241 2.483 2.463 2.979 2.85 

0.038 1.232 2.464 2.463 2.957 2.85 

0.04 1.222 2.444 2.463 2.933 2.85 

0.042 1.212 2.424 2.463 2.909 2.85 

0.044 1.202 2.403 2.463 2.884 2.85 

0.046 1.191 2.382 2.463 2.858 2.85 

 

The study of breaker indexes underscores the substantial 

impact of weighting coefficients on breaking parameters. 

Consequently, employing the weighted Laplace equation in 

modeling wave dynamics is anticipated to yield more 

accurate and reliable results for breaking parameters. 

The results of this study also indicate that the appropriate 

deep water coefficient is 𝜃 = 1.60, with a value of =

0.042, along with weighting coefficients:  

 𝛾𝑡,2 𝛾𝑡,3 𝛾𝑥 𝛾𝑧 

0.042 1.99626 3.1097 0.97831 1.26448 

 

X. CONCLUSION 

The Weighted Taylor series refers to a truncated Taylor 

series that is transformed into a first-order series with 

significantly reduced truncation errors, and in some cases, 

without any errors. Utilizing the weighted Taylor series for 

formulating the continuity equation and Laplace equation 

results in the creation of the weighted continuity equation 

and weighted Laplace equation, characterized by minimal 

truncation errors. Consequently, constructing a water wave 

model using the weighted Laplace equation enhances the 

model's accuracy. 

The pivotal role of weighting coefficients cannot be 

overstated, as they play a crucial role in determining wave 

characteristics such as wavelength and breaking parameters, 

including breaker height, depth, and length. This 

underscores the importance of utilizing the weighted 

Laplace equation in water wave modeling. Furthermore, 

since water wave modeling is inherently based on velocity 

potential, employing the weighted Laplace equation is 

deemed more effective. 

In situations where the latest data from physical model 

research is available and reliable, the values of weighting 

coefficients can be easily adjusted to fine-tune the model. 

This adaptability enhances the applicability and accuracy of 

the water wave model, making it a valuable tool in studying 

water wave behavior. 
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Abstract— Control system intellectualization issues are observed. The 

need for intellectualization of a diverse variety of systems and control 

approaches is supported. The hierarchy of intellectual control levels is 

examined, and various artificial intelligence methods are compared. 

Intelligence control for complex systems involves using advanced 

algorithms and techniques, such as artificial intelligence and machine 

learning, to effectively manage and manipulate complex systems. This 

includes creating models and simulations to understand the system's 

behavior, sensing and acquiring real-time data, preprocessing and 

analyzing the data, making decisions based on the analyzed data and 

system models, adapting control strategies in real-time, facilitating 

human-machine interaction, monitoring performance, and optimizing 

control strategies. The goal is to improve efficiency, safety, reliability, 

and overall performance of complex systems in various domains. 

 

I. INTRODUCTION 

Artificial intelligence (AI) evolved and developed along 

with the idea of automatic control, beginning around the 

1950s, with the first major applications in computing and 

information science, and later in automated control [1].The 

first commercial and industrial applications of AI can be 

traced back to the 1980s [2]. AI has attained a certain level 

of stability and maturity throughout this time. The 

significant development in computer technology's 

capabilities, including hardware implementation of logical 

and other AI means, is a key aspect that can lead to a 

reassessment of today's successes and new ups of AI theory 

and practice. The phrase "intellectual control system" refers 

to any combination of hardware and software that is linked 

by a general information process and capable of 

synthesizing the control objective and finding rational 

solutions to attain the control goal (in the presence of 

motivation and knowledge includes environmental and 

internal status information) [1,3]. Human-machine 

interaction now enables the capacity to synthesize the 

control goal, and autonomous control systems capable only 

of finding reasonable solutions to fulfill the control goal are 

referred to as "intelligent control systems."Currently, the 

science and practice of control are very interested in the 

integration of traditional automatic control methods with AI 

approaches, as well as AI applications in the field of control 

for complicated weakly structured objects and processes. 

Especially when the information, system state, control 

criteria, and control goals vary over time and become hazy 

and occasionally contradictory. The report considers a 

hierarchy of levels of intellectual control as well as a 

comparative analysis of various AI methods. Because there 

has been a significant increase in the number of theoretical 

and applied research in the field of fuzzy controllers over 

the last decade, the main objective of the study is to examine 

the important achievements in this area. Unfortunately, 

even this field does not allow for a thorough review free of 

the writers' preferences. 
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Fig 1: Complex System 

 

Intelligence control for complex systems refers to the ability to effectively manage and manipulate a complex system using 

intelligent algorithms and techniques. This involves utilizing artificial intelligence, machine learning, and other computational 

methods to optimize the functioning of complex systems. 

 

II. Intelligence Control For Complex Systems 

There are several key components of intelligence control for complex systems: 

 

Fig 2: Intelligent Control 
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Fig 3: Fuzzy Control System 

 

1. Modeling and simulation: Creating accurate and 

detailed models of the complex system is essential to 

understand its behavior and dynamics. These models can 

then be used to simulate different scenarios and assess the 

impact of various control strategies. 

2. Sensing and data acquisition: Gathering real-time data 

and information from the complex system is crucial for 

intelligence control. This can involve using sensors, IoT 

devices, and other data collection methods to obtain 

information about the system's state, performance, and 

environment. 

3. Data preprocessing and analysis: Raw data collected 

from the complex system needs to be preprocessed and 

analyzed to extract meaningful insights. This involves 

techniques such as data cleaning, feature extraction, and 

statistical analysis to transform raw data into relevant 

information. 

4. Decision-making and control algorithms: Intelligent 

control algorithms are developed to make decisions based 

on the analyzed data and system models. These algorithms 

can range from simple rule-based systems to sophisticated 

machine learning algorithms that adapt and optimize control 

strategies over time. 

5. Feedback and adaptation: Complex systems often 

exhibit dynamic and evolving behavior, requiring adaptive 

control strategies. Feedback mechanisms are incorporated 

into the control algorithms to continuously monitor the 

system's performance and make necessary adjustments in 

real-time. 

6. Human-machine interaction: While the intelligence 

control algorithms automate many tasks, the involvement of 

human operators is still critical. Effective human-machine 

interaction interfaces are developed to facilitate 

collaboration and decision-making between humans and 

intelligent control systems. 

7. Performance monitoring and optimization: 

Monitoring the performance of the complex system and the 

effectiveness of the intelligence control is essential. 

Performance metrics and optimization techniques are used 

to evaluate the control strategies and identify areas for 

improvement. 

Intelligence control for complex systems is applicable in 

various domains, such as manufacturing, transportation, 

energy, healthcare, and finance. It can help improve 

efficiency, safety, reliability, and overall performance of 

these complex systems. 

General control system intellectualization issues 

The efficacy of control systems and technologies being 

developed is critical to the successful resolution of 

problems to ensure the state's technological independence 

in the sphere of civil and military purpose complex 

technical object creation and application. There is adequate 

theory and control technology. Taking into consideration 

the possibility of a lack of specific (depending on the 

application) required resources: information, timing, 

energy, money, material, human, and so on. Accidents and 

disasters in transportation, industry, and energy are 

frequently related with the so-called "human factor" (HF), 

including operator overwork. HF frequently happens as a 

result of quality issues in control system design, particularly 

in controllability emergencies. Human errors, as well as the 

exhaustion of technical resources of objects and control 

systems, are all too typical in today's Russian environment. 

They urgently demand guaranteed control dependability 

and quality, as well as updates to project, operational, and 
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modernization control capacities. Under the following 

conditions, methodologies and technologies for evaluating 

control systems and ensuring their optimality, functional 

and operational dependability, efficiency, fault tolerance, 

and survival are required: 

• a lack of prior knowledge about the control object 

and its external environment of operation, even in 

opposition conditions; 

•  a large number of stationarity elements that are 

difficult to account for due to their subjective 

nature; 

•  Degeneration (due to failures or accidents) or the 

requirement for focused reconfiguration 

(revitalizing or developmental control). 

Control systems get significantly more difficult as 

functional burden increases. Among the complexity factors 

of modern and advanced control systems are:  

•  multilevel controls, heterogeneity in subsystem 

description by quantitative and qualitative models, 

different scales of processes in space and time, 

multimodality, multilink, decentralization, 

ramified nature, and general structural complexity 

of modern control systems and their control 

objects,  

•  presence of uncontrolled coordinate-parametrical, 

structural, regular, and singular impacts, including 

active counteraction in a conflict environment, 

•  Use of the non-linearity, dispersed parameters, 

delay in control or object dynamics, impulsive 

impacts, high model size, and other factors. 

Adaptive, robust, predictive, and other control 

approaches established in control theory are meant to 

account for dynamics' incompleteness by receiving 

missing information during the training stage or in real 

time. The use of AI involves extending the capability 

of complicated control systems by addressing tasks that 

are unknown or quantifiable. Models that are no longer 

valid as of some point in time, as well as tasks where 

quantitative models are less efficient than using AI 

models (such as in action planning tasks) or can be used 

in conjunction with AI models [1]. For action planning 

tasks and control in general, a range of artificial 

intelligence approaches neuronal, evolutionary, 

logical, and others - can be applied.  

Adaptive, robust, predictive, and other control 

approaches established in control theory are meant to 

take into account. Each of these classes has advantages 

and limitations, particularly in terms of real-time 

requirements, and ensures the implementation of 

higher levels of heterogeneous control over complex 

systems. The intensive development of technical 

systems and technological processes (networking, 

miniaturization of sensors, controlling devices, and 

calculators, improving their performance, and so on) 

places new demands on modern control systems and 

opens up new opportunities, both at the level of 

embedded control systems of various scales and at the 

level of group interaction of decentralized multi-agent 

systems. The shift from robots operating in an 

unpredictable environment yet equipped with an 

operator interface. Current research and development is 

focused on the transition from robots operating in an 

unpredictable environment but equipped with an 

operator interface (supervisory UAVs) to intelligent 

robots. At that point, less expensive robots based on a 

modular concept of construction and miniaturization 

are required to solve sensitizing, environment 

modeling, robot control team goals, and application 

scope extension difficulties. Even in agricultural and 

road construction, drastic standards transformation 

demands robots with high-precision navigation and 

cognitive control. 

Large-scale infrastructure systems in the electric power 

industry are examples of critically essential 

technological processes and intellectual control 

objects. In this situation, 

• an inefficient structure of electrical grids and 

producing capacity, 

• a lack of energy savings in electricity usage, 

•   technological and commercial losses in electric 

networks,  

•  technological lag and excessive equipment wear, 

•  a high level of monopolization in power markets,  

•  Vulnerability of electric power networks to 

terrorist and cyber attacks,  

And other factors necessitate the development of models of 

complex infrastructure dynamic systems and the 

development of efficient solutions and highly dependable 

intelligent control systems for smart grids [4-6]. 

Control based oenological-reactive (production) knowledge 

model in the so-called expert, recommender or systems that 

help decision-making that need to be improved with new 

features: 

•  collaborating with other intellectualization 

techniques for control systems (artificial neural 

networks, genetic algorithms, and adaptive, 

resilient, and predictive control algorithms), 

• By combining methods of symbolic and 

multimedia presentation and knowledge 

processing,  
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• operating with partially formalized and natural 

language texts, abdicative and inductive 

knowledge updating,  

• Integrating quantitative and qualitative models 

with ontologies of various subject domains that 

characterize the problem situation, logical control 

systems' interface complexity with the outside 

physical world can be reduced. 

There are numerous methods to combine various AI 

techniques. For instance, the 1-st order logical techniques of 

intellectual control from [1,7] can be linked with the neuro-

reactive and logical-reactive (productional) AI means. 

While the first two strategies promote "reasonable" conduct, 

the latter methods can address a wider range of information. 

Based on giving the control system's simplest heuristic 

responses for changes to the environment or the controlled 

object. Verification of knowledge presentation is especially 

important at the logical-reactive level (sometimes with its 

many "if-then" rules). The verification of a knowledge base 

can be reduced to the dynamic analysis of automata 

networks in the case of production rules of the Boolean type 

and constructive semantics. This analysis is further 

condensed in the class of monotonous automata with 

respect to the state the state by application of method of 

mathematical model’s properties transfer [8]. 

The important problem in AI is the problem of automatic 

estimation of irrelevance of knowledge, because not only a 

deficit but also a surplus of information causes degradation 

of intellectual control systems. Recent advances in the field 

of intellectual control include the automation of searching 

for ways to achieve the control goal given externally, while 

the automation of goal-setting and revision of control 

quality criteria is not sufficient yet. It is now also recognized 

that improvement of only "machine components" in 

developed human machine systems is not enough for the 

desired essential increase of their use the efficiency . This 

goal in creating anthropocentric systems can be achieved by 

directing the efforts of engineers and scientists on 

improving the intellectual component of the "system-core" 

in anthropocentric system as built-in set of algorithms for 

embedded computers together with algorithms of operator 

activity, referred to as "on-board intelligence" [8,9]. First and 

foremost the on-board intelligence is required in aviation, 

especially in combat situations, typical for fighters, i.e. in 

the circumstances of the most aggressive external 

environment and tight timing constraints for the crew. On-

board intelligence is a functionally integral complex, aimed 

at the fulfillment of all aircraft tasks [9]. Scientific and 

technological advances in this field will be useful also in 

other applications of AI in the conditions of a 

multicriticality, uncertainty and risk to improve control 

quality in a situation of information overloading the 

operator, limited time or stress. Development of practically 

useful on-board decision-making support expert systems, 

including those based on fuzzy logic and case-based 

reasoning by analogy, has reached the practical stage of 

building the models and prototypes. They are intensively 

developed in the world in favor of the creation of the 

manned combat aircraft of the 4++ and 5th generations, as 

well as combat UAVs. Their fragments already appear on 

the modernized fighters of 4++ generation. In foreign 

developments, they are planned to be used ,first of all, on 

board of the new USA fighters F-22, F-35, modernized F-

16, F-15, F/A-18 and helicopters, which have a number of 

on-board intellectual systems of tactical decision making 
[9].The results of the research, the improvement of on-board 

computers, cockpit displays and controls as well as other 

avionics give the constructors of next generation aircraft / 

helicopter an opportunity to design and realize a-board 

computer systems of a new type. These systems will be 

capable to support tactical decisions making (the prompt 

appointment of the current purpose of flight and choice of a 

rational way of achieving the goal). Solving such tasks on 

past generations aircraft could be only completed by the 

efforts of the crew. Further we consider in details some 

questions of intellectualization of automatic control systems 

in the form of fuzzy regulators and combining them with 

other AI means. Note that the first regulators developed in 

Greece in the 3rd century BC partly can be considered as 

the fuzzy controllers described linguistically with logical 

operations. Today, a huge number of practical applications 

of fuzzy control systems in the industry, transport, energy, 

oil and gas, metallurgy, medicine and other industries and 

household appliances can be observed in Japan, China, 

USA Germany, France, Britain, Russia and other countries. 

We consider four basic types of regulators: logical-

linguistic, analytical, learned and proportional-integral 

differential (PID) fuzzy controllers [1, 7, 11-17]. Since the 

information about them is not systematized and is scattered 

in many publications, our analysis will help a specialist to 

orient himself in this field. 

 

III. CONCLUSION 

intelligence control for complex systems involves 

employing advanced algorithms and techniques, including 

artificial intelligence and machine learning, to effectively 

manage and manipulate complex systems. The key 

components of intelligence control include modeling and 

simulation, data acquisition and preprocessing, decision-

making and control algorithms, feedback and adaptation, 

human-machine interaction, and performance monitoring 

and optimization. By using intelligence control, we can 

better understand the behavior of complex systems, make 
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informed decisions based on real-time data and system 

models, and adapt control strategies in real-time. This can 

lead to improved efficiency, safety, reliability, and overall 

performance of complex systems in various domains. 

Intelligence control is a vital area of research and 

development as we continue to face increasingly complex 

systems in our modern world. With advancements in 

technology and the availability of large amounts of data, 

intelligent algorithms have the potential to greatly enhance 

the management and control of these complex systems, 

leading to better outcomes and more efficient operations. 

 

REFERENCES 

[1] Yev SN, Zherlov AK, Fedosov EA, Fedunov BE. Intelligent 

control of dynamical systems. M.: Fizmatlit; 2000. 352 p. 

[2] Russell SJ, Norvig P. Artificial Intelligence: A Modern 

Approach. Prentice-Hall, Inc., 1995. 

[3] Pupkov KA. Some results of development of scientific-

technical program "Intellectual systems" of FKP 

"Universities of Russia" // Proceedings of the 2 International. 

Symp. "Intellectual systems" (INTELS'96). 1996; 1:5-9. 

[4] Vassilyev SN, Yadykin IB, Morgin YuI., Voropai NI, Efimov 

DN. Intelligent operating and emergency control 

technologies in Russia CD Proceedings of the 2th IEEE PES 

International conference and Exhibition on «Innovative 

Smart Grid Technologies – Europe» (ISGT 2011 Europe, 

Manchester). Manchester: University of Manchester, 2011. p. 

1-7. 

[5] Berdnikov RN, Bushuev VV, Vassilyev SN, etc. The concept 

of intellectual power system of Russia with actively adaptive 

network. Ed. by V. E. Fortov, A. A. Makarov. M.: JSC "FGC 

UES"; 2012. 235 p. 

[6] Vassilyev SN, Voropai NI, Rabinovich MA, Yadykin IB. 

Unified energy system of Russia: intellectual solutions. 

Energy of development. 2012; 2: 48-57. 

[7] Vassilyev SN. Formalization of knowledge and control on the 

basis of positively-formed languages. Information 

technologies and computing systems 2008; 1: 3-17. 

[8] Fedunov BE. On-board operatively advising expert systems 

of tactical level for manned aircraft. International aerospace 

magazine "Aviapanorama" 2016; 1: 9-20. 

[9] Zheltov SYu, Fedunov BE. Operational goal-setting for 

anthropocentric objects from the point of view of the 

conceptual model "Etap", I, II Izv. Russian Academy of 

Sciences. TiSU. 2015; 3: 57-71; 2016; 3, 55-69. 

[10] Aliev RA, Abdikeev NM, Shakhnazarov MM, Production 

system with artificial intelligence. M.: Radio and 

communication; 1990. 264 p. 

[11] Kudinov YI. Fuzzy control system, Izv. USSR ACADEMY 

OF SCIENCES. Technical Cybernetics. 1990; 5: 196-206. 

[12] Kuzmin VB, Travkin SI. Theory of fuzzy sets in control 

problems and principles of the device of fuzzy processors: a 

Review of foreign literature. Automatics and telemechanics. 

1992; 11: 3-36. 

[13] Zakharov VN, Ulyanov SV. Fuzzy models of intelligent 

industrial controllers and control systems. I. Scientific-

organizational, technical, economic and applied aspects, Izv. 

Russian Academy of Sciences. Technical Cybernetics. 1992; 

5: 171-96. 

[14] Zakharov VN, Ulyanov SV. Fuzzy models of intelligent 

industrial controllers and control systems. II. Evolution and 

principles of construction, Izv. Russian Academy of 

Sciences. Technical Cybernetics. 1993; 4: 189-205. 

[15] Zakharov VN, Ulyanov SV. Fuzzy models of intelligent 

industrial controllers and control systems. III. Design 

methodology, Izv. Russian Academy of Sciences. Technical 

Cybernetics. 1993; 5: 197-220. 

[16] Zakharov VN, Ulyanov SV. Fuzzy models of intelligent 

industrial controllers and control systems. IV. Simulation 

modeling, Izv. Russian Academy of Sciences. Technical 

Cybernetics. 1994; 5: 169-211. 

[17] Zadeh LA. The Concept of linguistic variable and its 

application to making approximate decisions. M.: Mir, 1976. 

165 p. 

 

http://www.ijaers.com/


 

International Journal of Advanced Engineering Research and Science 

(IJAERS) 

Peer-Reviewed Journal 

ISSN: 2349-6495(P) | 2456-1908(O) 

Vol-11, Issue-1; Jan, 2024 

Journal Home Page Available: https://ijaers.com/ 

Article DOI: https://dx.doi.org/10.22161/ijaers.11.8 
 

 

www.ijaers.com                                                                              Page | 50  

Technical and Economic Assessment of the Integration of 

Refrigeration Concepts into the Proceeding Extension of 

Solar Energy Systems in Brazil 

Christopher Wiencke1, Giovani Ávila1,*, Katja Biek2 
 

1Universidade Federal do Rio de Janeiro, Brasil, christopher.wiencke@poli.ufrj.br  
2Berlin University of Applied Sciences and Technology, biek@bht-berlin.de 

* Correspondence: giovani@poli.ufrj.br 

 

Received: 11 Dec 2023, 

Receive in revised form: 15 Jan 2024, 

Accepted: 25 Jan 2024, 

Available online: 04 Feb 2024 

©2024 The Author(s). Published by AI 

Publication. This is an open access article under 

the CC BY license 

(https://creativecommons.org/licenses/by/4.0/) 

Keywords— solar energy; self-generation; solar 

powered cooling 

 

Abstract— Electricity is the main source used in the refrigeration pro-

cess of environments and machines. Global warming and the expansion 

of the tropical belt increase the demand for refrigeration. The use of 

solar-assisted air conditioning has a great potential, especially in sub-

tropical regions with high solar radiation contributing to demand´s ful-

fillment and reducing electricity from non-renewable sources. It has 

cooling potential in buildings reducing electricity´s peak demand, eco-

logical footprint reducing carbon emissions and building´s thermal load 

using ecological refrigerants. Also benefits the urban microclimate ab-

sorbing solar irradiation into the rooftop. The objective of this article is 

to survey the factors that influence the selection of components for a 

solar-assisted cooling system in buildings under different climatic con-

ditions using an exploratory methodology based on the bibliography 

and on a survey of the state of the art describing the fundamental aspects 

and components of this technology, its function, and benefits. Non-ther-

mally driven applications were also considered, such as conventional 

steam compression chiller, driven by electricity and compression cycle 

by photovoltaic energy. Different cooling systems at full load are com-

pared. The research was applied in a school building in the city of Rio 

de Janeiro, concluding that solar-assisted refrigeration is an energetic 

and environmentally competitive alternative compared to compressors 

powered by electricity in conventional refrigeration systems. 

 

I. INTRODUCTION 

The cooling process of environments present an in-

creasing energy demand due to global warming, desertifica-

tion, and the expansion of the tropical belt as Figure 1. In 

subtropical regions, a high supply of solar radiation and a 

high demand for cooling occur simultaneously.   

 

Fig.1. Tropical Belt. 
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The solar cooling provides a significant potential of an 

electrical energy reduction for air-conditioning in buildings, 

arranges fossil fuel savings and decreases peak demands of 

electrical energy. 

Furthermore, solar cooling decreases the ecological 

footprint of tropical cities due to achieving carbon emission 

reduction and using environmentally friendly refrigerants. 

The solar array yields thermal load reduction of the build-

ing.  

Finally, it impacts in a positive way the urban micro-

climate through absorbing the solar irradiation on the roof 

as in Figure 2. 

 

Fig.2. Thermal Solar Array and Split Coolers with Com-

pressor Operation. 

 

Solar cooling systems (SCS) have the advantage that 

the maximum solar radiation corresponds to the maximum 

cooling demand in residential buildings.  

SCS offer potential to reduce electricity consumption 

for building cooling and environmental footprint due to re-

duction in carbon emissions and use of ecological 

refrigerants. In addition, the technology has a positive im-

pact on peak electricity demand associated with conven-

tional cooling, the need for transmission and distribution 

networks, and the ability to cool at night using thermal stor-

age.  

The following are factors that influence the selection 

of components for a solar-assisted cooling system in build-

ings.  

The basic characteristics of equipment supported by 

solar energy in buildings, conventional compression equip-

ment powered by electricity and photovoltaic energy. 

1.1. Solar Energy 

Brazil receives solar energy in the order of 1013 MWh 

per year, which is about 50.000 times the country’s annual 

consumption of electricity, as in Figure 3 [2].  

The country has an average solar radiation of 5 

kWh/(m² day) and a cooling demand up to 200 W/m².  

In Europe, where the most solar cooling systems are in 

operation, the average solar radiation is around 3 

kWh/m²/day.  

 

II. KNOWLEDGE BASE 

In system modeling the recommendation of the tech-

nology is a function of the characteristics and survey of 

which techniques are available and are more efficient for the 

specific case. It is necessary to determine the correlation be-

tween solar energy supply and cooling demand. Solar en-

ergy can be converted into cooling using two principles: (1) 

Heat generated by solar thermal collectors can be converted 

into cooling using thermally driven chiller using physical 

sorption phenomena in a thermodynamic cycle; (2) electric-

ity is produced in photovoltaic modules and can be con-

verted into cooling using steam compression cycles. Figure 

4 shows the first principle, heat-driven cooling systems that 

are usually applied for residential comfort cooling and so-

called LowEx concepts. The second principle – solar elec-

tricity driven cooling (PV cooling) – is not commercially 

widespread, but frequently used to run solar driven refriger-

ators for cooling medicine in remote, sunny regions [2]. 
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Fig.3. Annual average solar irradiance in Brazil. 

 

 

 

Fig.4. Schemes of SCS driven thermally and electrically [1], [8], Adapted. 

 

Brazil’s National Electric Energy Agency has passed 

a law requiring energy distributors to inject generated 

electricity into the grid. Brazil receives solar energy in the 

order of 1013 MWh per year, which is about 50,000 times 
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its annual electricity consumption. Its average solar radia-

tion is 5 kWh/(m²day) and a cooling demand of up to 200 

W/m². In Europe, the average solar radiation is about 3 

kWh/(m²day) and the cooling demand is only 40-70 W/m². 

These data show the good conditions for solar refrigeration 

applications in Brazil [3]. 

2.1. Solar Thermal Collector 

In Brazil a variety of solar thermal collectors is avail-

able in the market, and several are used in refrigeration sys-

tems.  The appropriate type of collector depends on the se-

lected cooling technology and local conditions, especially 

radiation availability. The general types of stationary col-

lectors are shown in Figure 5

 

Fig.5. Types of stationary solar collectors, applicable in refrigeration [1]. 

 

The flat collector is applicable in the temperature 

range of up to 90°C. Heat losses are minimized by enhanced 

insulation and an additional convection barrier (Teflon 

sheet) between the glass cover and the absorber. The use of 

solar air collectors in the construction of flat plates is lim-

ited to descant cooling systems since this technology re-

quires the lowest driving temperatures (from approx. 50°C) 

and allows under special conditions the operation without 

thermal storage. To operate thermally driven chillers with 

solar heat, high-quality flat plate collectors (selective 

coating, improved insulation, high stagnation safety) [3]. 

Figure 6 shows two principles of vacuum tube collectors. 

On the left, the classic principle is shown, requiring a vac-

uum-tight seal. In the center, the principle of the thermos is 

shown [1].  On the right the application of the heat tube 

principle. The tube is protected from freezing and stagna-

tion. There is a variety of vacuum tube collectors, for exam-

ple, collectors with direct flow of the collector fluid through 

the absorber tube. The glass tube can follow the traditional 

principle, sealed at both ends, or the thermos principle. [4]. 
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Fig.6.  Different constructions of vacuum tube collectors [1]. 

 

Henning [5] raised the characteristics and Reichhardt 

[3], the costs of thermally driven refrigerators in the Brazil-

ian market. 

2.2. Photovoltaic 

A photovoltaic (PV) system consists of an arrange-

ment of components to absorb and convert sunlight into 

electricity. The largest PV systems are connected to the net-

work while the small ones normally don’t. It is possible to 

operate a cooling system using a PV system. Two technical 

solutions can be used for SCS with photovoltaic systems: 

(1) Electricity-based system, connected to the grid, for indi-

rect operation of the chiller with energy compensation. The 

investment cost is about €3,000/kW (material only, 2017); 

(2) Electricity-based system for direct coupling with chiller 

for cooling food and medicines being sometimes the only 

solution in remote areas [3]. Figure 7 shows a comparison 

between a direct coupling photovoltaic system and a solar 

thermal system, indicating the COP (performance coeffi-

cient) and the efficiency of each system. The COP of the 

solar system/sorption can be increased using a collector 

with greater efficiency, for example, some special types of 

vacuum tube collectors have a maximum efficiency of 60% 

to 90°C of water temperature. Normal flat plate collectors 

with selective coating have efficiency at this temperature 

level of only 40% [3]. 

 

Fig.7.  COP comparison and efficiency between a direct coupling photovoltaic system and a solar thermal system [6]. 

 

2.3. Cooling Systems 

SCS uses heat in a heat-driven cooling process. Within 

SCS, there are two main processes: (1) closed cycles, where 

thermally driven absorption and adsorption produce chilled 

water for use in ambient conditioning equipment (air 

handling units, fan coils, chilled beams, etc.); Open cycles, 

also called desiccant evaporative cooling systems (DEC), 

typically use water as a refrigerant and a desiccant as a 

sorbent for direct air treatment in a ventilation system. For 

closed cycle systems, Figure 8, there are two types of 

http://www.ijaers.com/


Wiencke et al.                      International Journal of Advanced Engineering Research and Science, 11(1)-2024 

www.ijaers.com                                                                              Page | 55  

sorption processes: adsorption and absorption-based sys-

tems. Based on closed cycle sorption; the basic physical 

process that underpins both technologies consist of two 

chemical components, serving as refrigerant and sorbent. 

The water from the chiller is produced and transferred to the 

decentralized units such as fan coils, chilled ceiling, or 

AHU [1].  The efficiency of closed cycle systems may vary 

depending on the driving temperature. 

 

 

Fig.8.  Closed cycle system at the left and open cycle system at the right. 

 

While closed cycle systems produce chilled water 

open cooling cycles produce air conditioning directly. Ther-

mally driven open cooling cycles are based on a combina-

tion of evaporative cooling and air dehumidification by a 

descant (a hygroscopic material that absorbs moisture), Fig-

ure 6. The supply air is cooled and dehumidified directly in 

an air handling unit (AHU) [7]. Desiccant cooling systems 

are an option with centralized ventilation systems offering 

the ability to pre-condition the air that enters a room. Open 

cycle SCS offers humidity management as well as space 

cooling. Solar thermal cooling does not use refrigerants 

(CFCs and HCFCs, used in electric compression chillers). 

Recent technology is desiccant cooling (DEC) where air is 

conditioned directly, e.g., cooled, and dehumidified, exploit 

the potential of sorption materials for air dehumidification - 

such as silica gel. In an open cooling cycle, this dehumidi-

fication effect is used for two purposes: to control the 

humidity of the ventilation air in air-handling units and re-

duce the supply temperature of ventilation air by evaporat-

ing cooling [5]. 

2.3.1. Absorption Chiller 

Absorption chillers use heat to provide cooling. Ther-

mal compression of the refrigerant is obtained using a liquid 

refrigerant/sorbent solution and a heat source, thus replac-

ing the electrical energy consumption of a mechanical com-

pressor. For chilled water above 0°C, as it is used in air con-

ditioning, a liquid H2O/LiBr solution is applied with water 

as a refrigerant. Most systems use an internal pump that 

consumes little electricity.  The main components of ab-

sorption chillers are shown in Figure 9. Absorption cycles 

are originating from the fact that the boiling point of a mix-

ture is higher than of a pure liquid. 
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Fig.9. Scheme of an absorption chiller [1]. 

 

The thermal coefficient of performance (COPth) is the use-

ful cold ratio per heat unit: 

𝐶𝑂𝑃𝑚 =   𝑄𝑐𝑜𝑙𝑑/𝑄𝑑𝑟𝑖𝑣𝑒                      (1) 

Where COPm = thermal coefficient of performance, Qcold 

is the useful cold, and Qdrive, driving heat. 

 

An absorption cycle includes the following steps [1]:  

The refrigerant evaporates in the evaporator, thereby 

extracting heat from a low-temperature heat source. This 

results in the useful cooling effect. 

The refrigerant vapor flows from the evaporator to the 

absorber, where it is absorbed in a concentrated solution. 

Latent heat of condensation and mixing heat must be ex-

tracted by a cooling medium, so the absorber is usually wa-

ter-cooled using a cooling tower to keep the process going.  

The diluted solution is pumped to the components 

connected to the driving heat source, desorber, where it is 

heated above its boiling temperature, so that refrigerant va-

por is released at high pressure. The concentrated solution 

flows back to the absorber. 

The desorbed refrigerant condenses in the condenser, 

whereby heat is rejected at an intermediate temperature 

level. The condenser is usually water-cooled using a cool-

ing tower top reject the “waste heat”. 

The pressure of the refrigerant condensate is reduced 

and the refrigerant flows to the evaporator through an ex-

pansion valve.  

Figure 10 shows the processes of the thermal absorp-

tion cycle.  

The left arrangement presents the steam pression as a 

function of the steam temperature in an absorption cooling 

cycle process [1]. On the right we can see the detailed func-

tional scheme of a single-effect absorption chiller "Carrier" 

[9].  

The required temperature of the heat source is usually 

above 85°C and typical COP values are between 0.6 and 

0.8. Until a few years ago, the smallest machine available 

was a Japanese product with a cooling capacity of 35 kW 

(10 TR).  

Recently, refrigeration products in the small and me-

dium capacity range have entered the market. In general, 

they are designed to operate with low driving temperatures 

and therefore applicable to stationary solar collectors. 
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Fig.10. Thermal absorption cycle [9]. 

 

2.3.2. Conventional Compression Chiller 

The most common cooling process applied in air con-

ditioning is the steam compression cycle. The process 

employs a chemical refrigerant, for example, R134a. A 

system's schematic drawing is shown in Figure 11. 
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Fig.11. Schematic design of a steam compression chiller 

[7]. 

 

In the evaporator refrigerant evaporates at low tem-

perature. Heat extracted from the external water supply is 

used to evaporate the refrigerant from the liquid phase to 

the gaseous phase.  

External water is cooled than cooling energy becomes 

available. The key component is the compressor, com-

pressing the refrigerant from a low to a higher pressure and 

temperature in the condenser [8]. 

For a conventional electrically charged steam com-

pression chiller (COP) it is defined as follows: 

𝐶𝑂𝑃 = 𝑄𝑐/𝑃𝑒𝑙                                           

(2) 

Where Qc = cooling capacity [kW] and Pel = electric-

ity input [kW]. 

 

3.   Case Study "Escolinha Tia Percila" 

It is intended to equip the spaces of an elementary 

school with an air conditioning system assisted by solar en-

ergy. The school was founded in 1991 by the Street Chil-

dren Foundation, a Swedish organization founded in 1993 

to finance projects for needy children in several countries 

and in Rio de Janeiro, the favelas of Babilônia and Chapeu-

Mangueira.  

This case study was carried out within an NGO “Rev-

olusolar” to obtain environmental benefits from solar en-

ergy, together with GIZ (German Corporation for Interna-

tional Cooperation) whose mission in Brazil is to 

strengthen the role of renewable energy sources. 

At first, the technical and structural conditions of the 

school building were verified and then data was collected. 

The solar coverage rate was calculated using the HVAC 

Load software [14] determining the cooling load support-

ing the analysis of different SCS systems, the inventory and 

budget for the installation enabling the technical, eco-

nomic, and environmental evaluation and the return on in-

vestment.  

The building analysis provided information on energy 

efficiency potential. At the same time, measures were iden-

tified to reduce electricity consumption. The city of Rio de 

Janeiro is in Brazil´s southeastern with geographic coordi-

nates 22°48'43" S and 45°11'40" W. It has a tropical savan-

nah climate bordering a tropical monsoon climate. It pre-

sents long periods of heavy rain from December to March. 

Temperatures above 27°C are normal throughout the year 

and above 40°C are common during summer [10] as Table 

1. 

Table 1. Climate data for Rio de Janeiro. 

Month  Temperature 

[oC] 

Humidity 

[%]  

Pressure  

[mb] 

Precipitation 

[mm] 

Sunshine-

hours [h] 

January  30,2  79  950,5  137,10  211,9  

February  30,2  79  951,4  130,4  201,3  

March  29,4  80  951,9  135,8  206,4  

April  27,8  80  953,8  94,9  181  

May  26,4  80  955,1  69,8  186,3  

June  25,2  79  957,0  42,7  175,1  

July  25,0  77  957,9  41,9  188,6  

August  25,5  77  965,5  44,5  184,8  

September  25,4  79  955,2  53,6  146,2  

Oktober  26,0  80  952,6  86,5  152,1  

November  27,4  79  951,5  97,8  168,5  

Dezember  28,6  80  950,3  134,2  179,6  

Average  27,3  79,1  953,6  89,10  181,82  

http://www.ijaers.com/


Wiencke et al.                      International Journal of Advanced Engineering Research and Science, 11(1)-2024 

www.ijaers.com                                                                              Page | 59  

The building has five floors with a terrace that offers 

space for solar thermal installations. The eleven rooms have 

a usable area of 240 m² and an average ceiling height of 2.8 

m. The façade is southeast oriented and has a large window 

area. The canteen is located on the first floor and the perfo-

rated bricks allow convection heat to leak through via stack-

effect during meals. Figure 12. 

 

 

Fig.12. “Escolinha Tia Percilia”, canteen and classrooms. 

 

All equipment and characteristics of the school's 

building materials were inventoried and classified by age, 

condition and energy consumption using specific cata-

logues, making it possible to determine the building's en-

ergy efficiency. Classrooms and administration rooms have 

windows, air conditioning and fans. The annual electricity 

consumption is 15,700 kWh and the annual cost is around 

€2,000 (2017). Refrigeration costs represents 61% as can be 

seen in Figure 13. Table 2 lists air conditioners installed and 

monthly consumption. 
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Fig.13. Electrical consumption by device in school and monthly Eletrical Consumption in kWh over the year in School Tia 

Percila. 

 

Table 2. Air conditioning units installed and power consumption. 

Room Brandt Model COP 

(*) 

Power 

(kW)* 

Consumption 

(kWh)** 

Service 

(h/m)*** 

Service 

(h)*** 

Consumption 

(kWh/month) 

-2.1 Elgin ERF30000 2.72 2.3 67.8 22.0 6 298 

-1.1 Elgin ERF30000 2.72 2.3 67.8 22.0 6 298 

-1.2 Consul CCO10B 3.02 0.7 20.4 22.0 6 90 

0.1 Gree GJE10AB 3.03 0.7 21.4 22.0 7 110 

0.2 Elgin ERF30000 2.72 2.3 67.8 22.0 6 298 

2.1 Consul CCM12D 3.08 0.8 23.9 22.0 7 123 

Total        1217 

*Manufacturer's technical data sheet; **Energy consumption researched "Procel" [11]; ***Daily operating time. 

 

Weather and operating time impact electricity con-

sumption which is low in January and July due to school 

holidays. In winter consumption is low. Cooling a dense en-

vironment in compliance with the NBR 16401-3 standard is 

a challenge. The users´ misbehaviours leads to the waste of 

energy, hence education and awareness are needed. There 

must be a renewal of the air to avoid the concentration of 

toxic gases and odors. Due to the lack of resources to install 

exhaust fans, the programmed opening of the windows was 

adopted, and the consequent thermal loss was considered in 

the calculation of the cooling load. In the canteen, the air is 

renewed through perforated bricks. Analysing the build-

ing’s thermal behaviour, the calculation obtained infor-

mation about the maximum cooling demand during the hot-

test average day. The thermal load was calculated using the 

building simulation program "HVAC Load Explorer" [14]. 

The input data for the external and internal cooling load 

must be defined and added. The main influencing factors 

are shown Figure 14. 
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Fig.14. External and internal cooling loads [12]. 

 

Table 3 lists the dimensions of the spaces considered. Table 4 shows information for the case of 0.4% of unattended days 

corresponding to the worst probability [7] of meteorological data input “Escolinha Tia Percila”, Rio de Janeiro. 

 

Table 3. Relevant spaces for the cooling load calculation and, metereological data input [7]. 

No. Room a(m) b(m) h(m) A(m2) V(m3) Latitude 29,695 

-2.1 Classroom 6 6 2.4 36.0 86.4 Longitude 43,17W 

-1.1 Classroom 6 6 2.9 36.0 104.4 Altitude 50m 

-1.2 Classroom 4.4 6 2.9 26.4 76.6 Pressure 101,22kPa 

0.1 Office 4.4 3.3 2.85 14.5 41.4 Average Wind 

Velocity 

4,8m/s 

0.2 Laboratory 5.7 6 2.85 34.2 97.5 Wind Direction 150o (0 N; 

50W) 

2.1 Office 4.3 6 2.7 25.8 69.7 Dry-Bulb 

Temperature 

37,3oC 

       Wet-Bulb 

Temperature 

25,4oC 

       Relative Humidity 79% 

 

The total floor space of 170 m² and the average ceiling height of 2.76m was considered. The school has 5 floors covered 

by external walls with thermal transmission factor of 1,8 W/(m²K) and windows of 2,7 W/(m²K). The windows are obstructed 

mainly North and South; have no curtains. The following data was set within the HVAC Load Explorer, Table 4. 
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Table 4. Software extract "HvacLoadExplorer" - Layers of the outer wall. 

Layer Sp Heat 

(Btu/(Lb.F)) 

Conductivity 

(Btu.in/(hr.ft2.F) 

Thickness (In) Density (Lb/Ft3) 

Plaster 0,64 0,24 0,050 124,9 

ceramic brick 0,52 0,22 0,12 99,9 

Plaster 0,64 0,24 0,050 124,9 

 

The ground floor has a constant temperature of 20°C. 

Solar installations on the terrace and a tree provide shade. 

Considering the air renewal of 30 m³/h per person, 110 stu-

dents demand 3,300 m³/h. With a total volume of 469 m³ in 

the spaces, air renewal is 7.0 l/h. The classrooms are occu-

pied from 7h30-11h00 a.m. and 1h30-5h30 p.m. The two 

offices from 7h30-5h30 p.m. Considering an emission of 97 

W per person, 110 people produce at a thermal load of 10.7 

kW, lighting 15 W/m² in 170 m² producing 2.6 kW. Other 

devices produce 3.6 kW totalizing 17 kW.  In Brazil the 

temperature is set between 18- 20 °C. The simulation was 

performed with two internal temperatures, 20 °C and 26 °C. 

The projected internal temperature of 26 °C. The high cool-

ing load between the two temperatures stands out according 

to Table 5. The internal air temperature (Ti) is the most ob-

vious indicator of thermal comfort [7]. 

 

Table 5 - Conditions of internal thermal comfort in relation to summer ambient temperatures [13]. 

Internal Con-

ditions 

Relative Umidity 

(%) 

62 56 50 44 66 60 54 48 70 64 58 52 

Wet-bulb Tempera-

ture (oC) 

19,5 19 18,5 18 20,5 20 19,5 19 21,5 21 20,5 20 

External Tem-

perature 

Dry-bulb Tempera-

ture (oC) 

24,5 25 25,5 26 25 25,5 26 26,5 25,5 26 26,5 27 

Dry-bulb Tempera-

ture (oC) 

29 32 35 

 

Figure 15 shows the daily thermal behaviour of the building in the worst-case scenario: Total cooling load (Btu/h) with 

Ti=26 °C and 20 °C during 24 h. summer. With an internal temperature of Ti = 26 °C, the maximum cooling load is 125,560.2 

BTU/h (~36.8 kW; with Ti=20 °C, 157. 687.9 BTU/h (~46.2 kW).  At the end, the total cooling load is compared with Ti = 

26 °C and Ti=20 °C. 
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Fig.15. HVAC Load Explorer Output. 

 

The Simulation for the different indoor air temperatures shows that the total cooling load increases up to 9.6 kW for a 

temperature variation ΔTi = 4°C.  Figure 16 shows the different thermal behavior of both indoor air temperatures during a 

summer day (worst-case scenario). Table 6 shows the results of the maximum cooling loads for the two ambient temperatures. 

Table 6. Maximum cooling loads to the two ambient temperatures. 

Indoor Set Point Temperature 

Ti [OC] 

Maximum Cooling Load [kW] Specific Cooling Load [kW(m²)] 

20 46.2 272 

26 36.8 216 

 

The applied system is like an auditorium at the University of Guaratinguetá [3]. It is a closed cycle process combining 

different subsystems as shown in Figure 13 and technical characteristics related to the simulated cooling load for a Ti=26°C. 
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Fig.16.  Schematic diagram of the system selected for the school and technical components of the different subsystems. 

 

The heat production subsystems mainly consist of 80 

m² solar thermal collector fields, which serve the hot water 

tank with inlet and outlet temperatures of 88 °C and 83 °C. 

The cold production system contains a 35-kW absorption 

chiller and a cooling tower. The thermal compressor of the 

absorption chiller is served by the heat provided by the hot 

water tank. The load subsystem consists of a cold-water 

tank, the distribution system and 8 fan coil units. Figure 17 

shows that cooling throughput meets demand during the 

day. At 12:00 the cooling capacity is almost twice as high 

as the demand. During the day the cooling load and solar 

gain occur simultaneously.  

 

Fig.17.  Expected correlation between cooling demand and yield in summer [3]. 
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Figure 18 shows the total monthly demand for ex-

pected cooling and available thermal energy production 

(8760 h) in the case of the University of Guaratinguetá. The 

solar yield was calculated with a constant average daily col-

lector efficiency of 0.38 m² and a constant chiller COP of 

0.7 [3]. 

 

Fig.18. Total monthly cooling demand. 

 

Predicted total monthly cooling demand and available 

yield of thermal energy (8760 h). Solar yield is calculated 

with a constant daily average collector efficiency of 0,38 m² 

collector array and a constant Chiller COP of 0,7 [4]. 

From table 7, the investment cost for the cooling sys-

tem studied is R$ 3,000/kW. The cooling system has been 

sized to cover a thermal load of 35 kW. R$ 105,500 were 

the total investment costs. The return on investment is 15.8 

years to 20 years.  

Table 7. Electricity consumption and operating cost between the existing and the proposed system. 

Electricity Consumption & Operation Cost 

Component Solar Assisted System Existing Cooling System 

4 x Water Pumps 360 W  

Wet Cooling Tower Fan 280 W  

35 kW Absorption Chiller 210 W  

8 Fan Coil Units 600 W  

5 x Window Air-Conditioner  35.8 kW 

Total 1450 W 35.8 kW 

Total (1 Year) 2152 kWh* 9577 kWh** 

Operation Cost (1 Year) by 0.898 

R$/kWh (RJ) 

1930 R$ 

 

8600 R$ 

 

To estimate emissions of CO2 per kWh of cold produced, a conversion factor of 0.28 kg CO2 per kWh of electricity was 

applied [1], Table 8. 

Table 8. CO2 savings per year calculated with conversion factor of 0.28 kg CO2 per kWh of electricity. 

Electricity Consumption per Year (kWh) CO2 – Emissions (kg) 

Solar Assisted System 2152 603 

Existing System 9577 2682 

CO2 Saving per Year  2079 
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The substitution for a SCS system presents an environ-

mental gain in the emission of CO2 and elimination of 

greenhouse gases by ecological refrigerants. Water con-

sumption of the wet cooling tower, in this case 50 l/d can be 

gotten by treated rainwater. 

 

III. RESULTS 

The low operating cost of SCS compensates for invest-

ment in cooling buildings and contributes to reducing the 

consumption of electricity from non-renewable sources by 

increasing its share in the energy grid, encouraging the Gov-

ernment to practice sustainable public policies in accord-

ance with ESG standards. In this way, SCS proves to be a 

sustainable energy alternative in providing environmental 

conditioning of buildings using solar energy. SCS and PV 

systems combined make up one of the furthered technolo-

gies, as the current trend is directed towards electrical sup-

ply in all facilities. Furthermore, the need of back systems 

is in high demand and will expand to general building tech-

nologies [15]. 
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