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Abstract— Fish has increasingly become an essential element in the search 

for sustainable protein sources in human nutrition. The diverse species 

available along the 8,000 km of our country's coastline provide a rich and 

varied source of food. To consolidate the fishing market, ensuring the 

quality of the food presented to the consumer is crucial. Among the existing 

ways to ensure the freshness of fish, the rigor mortis index reflects the 

biochemical aspects of the flesh and the stages it undergoes until it becomes 

unfit for human consumption. This study aimed to determine the rigor mortis 

index and its stages in the Carapeba species (E. brasilianus). The samples 

were captured on the beach of Itaipava, Espírito Santo, Brazil, and the 

experiment was conducted at IFES – Piúma Campus over a period of 30 

hours. The measurements taken indicate that Carapeba exhibits pronounced 

and long-lasting rigor mortis indices, suggesting great potential in terms of 

quality and freshness. Specimens P2 and P3 reached the rigor mortis stage 

first, both at around 4.3 hours, while P1 took 5.3 hours. The full rigor mortis 

stage lasted 40 minutes for P1, whereas P2 and P3 remained in full rigor for 

18.7 and 16.7 hours, respectively. The importance of this study for the 

species is notable, as even under stressful slaughter methods, the rigor 

mortis response time is significantly high, indicating an extremely attractive 

preservation potential. 

 

I. INTRODUCTION 

According to data from the FAO 2024 report, in the 

year 2022, fishery and aquaculture production reached 

223.2 million tons, with approximately 83% of this amount 

related to the fishing of fish, crustaceans, and mollusks, 

and 17% related to the extraction and cultivation of algae. 

Of these 223.2 million tons, 130.9 million tons come from 

aquaculture, while 92.3 million come from fishing (FAO, 

2024). 

Fish and crustaceans are important sources of protein 

for the entire population, especially in coastal areas. 

Fishery products serve as a source of high-quality proteins 

essential for the maintenance and repair of human body 

tissues. Additionally, fish are rich in omega-3 fatty acids, 

which help reduce the risk of cardiovascular diseases, 

improve brain function, and reduce inflammation in the 

body. They are also important sources of vitamins, such as 

vitamin D, which is essential for bone health, and B-

complex vitamins, which play a crucial role in energy 

https://ijaers.com/
https://dx.doi.org/10.22161/ijaers.125.1
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metabolism. Minerals such as selenium, iodine, and zinc, 

present in fish, are fundamental for the proper functioning 

of the immune system and thyroid function control (Bito et 

al., 1983; Presenza et al., 2021). 

Despite this nutritional significance, Brazil has low 

consumption rates, struggling to surpass the mark of 10 

kilograms per capita (Sartori & Amancio, 2012), compared 

to the global average per capita fish consumption, which is 

around 20 kg per year (Trondsen et al., 2003). Fish 

consumption can be influenced by socioeconomic and 

social factors, cultural aspects, and personal consumption 

patterns, which can directly impact the amount of fish 

consumed by individuals (Trondsen et al., 2003). For 

decades, fish consumption levels in Brazil have remained 

below the global average, particularly in the southern and 

southeastern regions. The dissemination of knowledge 

about the nutritional benefits of fish consumption could 

significantly contribute to increasing this index (Rebelatto 

et al., 2022; Sartori & Amancio, 2012). 

However, fish is a highly perishable food due to its 

high free water content, which accelerates bacterial action 

in its muscle tissue. After slaughter, a series of chemical, 

biochemical, and microbiological changes begin, which 

determine the degree of freshness of the fish. (Bito et al., 

1983; Gonçalves, 2011; Minozzo, 2011). 

The assessment of fish quality and freshness can be 

determined through sensory, physicochemical, and 

microbiological methods. However, due to the subjectivity 

of analyses, delays in results, and high costs, other 

methodologies have gained prominence, such as rigor 

mortis (Presenza et al., 2021). This method is based on 

muscle contraction and the loss of the elastic capacity of 

fish muscle. Using simple materials and an easy evaluation 

process, it is possible to determine the quality and 

freshness of the fish in question (Juliana Antunes, 2017). 

In the initial phase, also categorized as pre-rigor, the 

fish's musculature remains flaccid for varying periods 

depending on thermal and intrinsic characteristics. The 

second phase, known as rigor mortis, is characterized by 

muscle stiffness and a reduction in the characteristic fish 

odor. The duration of this phase is determined both by the 

environmental characteristics of the storage location and 

by the slaughter method used during the capture of the 

fish. However, muscle conditions change over time, 

making the musculature flaccid again. This third phase is 

known as post-rigor. In the post-rigor phase, conditions 

favor microbial growth, which, combined with chemical 

reactions, become perceptible both in physical and sensory 

aspects (Nunes et al., 2007). 

Fish has high nutritional value and is an extremely 

perishable product. Therefore, ensuring the 

commercialization of raw materials that are safe for 

consumption is essential in the fishery production chain. 

Consequently, understanding the physicochemical and 

biological changes in fish before subjecting it to any 

processing or commercialization is of vital importance. 

From this perspective, the present study aimed to observe 

and calculate the rigor mortis index of Carapeba in order to 

assess the potential shelf life of this fish’s derivatives. 

 

II. METHODOLOGY 

For the evaluation of the rigor index, three specimes of 

carapeba (Eugerres brasilianus) were selected. These 

specimens were collected throug beach seine fishing 

conducted in Itaipava (Fig 1), located in the municipality 

of Itapemirim, in the southern region of the state of 

Espírito Santo (Fig 2). 

 

Fig.1: Record of Beach Seine Fishing Activity being 

carried out in the municipality of Itaipava, ES. 

 

Fig.2: Geographical Location of the Collection Point. 

 

The collected individuals were removed alive from the 

net and immediately placed on ice for transport to the Fish 

Processing Laboratory at the Federal Institute of Espírito 

Santo, in Piúma, a municipality bordering Itapemirim 

(SISBIO: 87028-2). The icing process was carried out at 

approximately 9:20 a.m., and the rigor analysis process 

http://www.ijaers.com/
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began at 10:00 a.m. The individuals were identified as P1, 

P2, and P3 (Fig 3). 

 

Fig.3: Eugerres brasilianus specimens arranged on the 

bench, with a square ruler used for measurements beside 

them. From left to right, the individuals P1, P2, and P3 

are displayed, respectively. 

 

The specimens were placed on an aluminum bench, 

and using a square ruler (Figure 3), the initial measurement 

of each specimen's length was taken. These measurements 

continued to be taken every 20 minutes. 

The evaluation of the rigor index was conducted using 

a methodology adapted from Bito et al.(1983), positioning 

the square ruler beside the fish on a horizontal table, with 

half of its body (the tail section) suspended beyond the 

edge of the table. At 20-minute intervals, the rigor index 

was measured using equation 1. 

Rigor Index (%) = [(D0 – Dt )/ D0] x 100     (1). 

Where D₀ is the distance between the base of the 

caudal fin and the reference point immediately after death, 

and Dₜ is the distance between the base of the caudal fin 

and the reference point measured at the predetermined 

time intervals, which in this study were set at every 20 

minutes. The experiment lasted approximately 30 hours. 

Ambient temperature measurement was not conducted, as 

the experiment took place in a climate-controlled 

environment with an average temperature of 23°C. 

The rigor mortis index values were analyzed using the 

statistical software JASP (version 0.18.3.0). P1, P2, and P3 

were subjected to an Analysis of Variance (ANOVA) test, 

and the samples were compared using Tukey’s method at a 

5% significance level. 

 

III. RESULTS AND DISCUSSIONS  

The rigor mortis stage was first observed in samples P2 

and P3, 4.3 hours after slaughter, while sample P1 reached 

this stage one hour later than the others (Fig 3). Regarding 

the duration of full rigor, a difference between sample P1 

and the others was again observed. P2 and P3 remained in 

full rigor for 18.7 and 16.7 hours, respectively, while P1 

remained in this stage for only 40 minutes. 

Based on the above findings, when analyzing the 

organoleptic factors of the fish, the first visual signs of 

decomposition began to appear at 23 hours into the 

experiment. The fish became opaque, with a concave eye 

appearance, dry skin, and a foul odor, no longer meeting 

the ideal conditions for commercialization. 

 

Fig.4: Rigor Mortis Index (%) Over Time for Eugerres 

brasilianus (Carapeba). 

 

According to the analysis of variance at a 5% 

significance level, the mean of sample P1 compared to P2 

and P3 showed a significant difference, while no 

difference was observed between P2 and P3. Considering 

that a p-value less than 0.05 indicates a significant 

difference between the means of the analyzed samples, 

otherwise, the difference between the means is considered 

negligible (Table 1).      Tabela 1 - Análise comparativa 

das amostras de acordo com o teste de Tukey. 

Table. 1: Comparative Analysis of Samples According to 

the Tukey Test. 

 

 

Correlating the fact that the Carapeba was captured 

alive and immediately placed on ice, the autolysis process 

was significantly reduced, as after capture, the organism 

undergoes a series of biochemical, physical, and 
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microbiological changes driven by enzymatic and bacterial 

actions (Gonçalves, 2011; Medeiros et al., 2024). 

The concentration of ATP in the post-mortem muscle 

and muscle contraction are decisive factors for observing 

the changes in fish, with rigor mortis being the stage where 

muscle stiffness has already occurred due to the lack of 

energy reserves for muscle activity. Because of this, this 

stage is crucial for extending the shelf life of the fish, 

especially when associated with the temperature and 

storage binomial (Gonçalves, 2011). 

Several factors, such as sexual maturity, nutritional 

aspects, stress, method of slaughter, fish size, and others, 

influence the rigor mortis indices of a species. Statistically, 

sample P1 was the one that presented results divergent 

from the other samples. 

It is essential to state that the method of capture has a 

direct influence on the rigor mortis index between the 

samples. As an active fishing technique, trawl fishing 

causes greater stress to the fish compared to other capture 

methods. In this type of fishing gear, the fish must exert 

significant effort to escape the net, leading to a rapid 

depletion of its energy reserves, significantly increasing 

the consumption of ATP and glycogen. This rapid energy 

demand increases the production of lactic acid, which 

consequently lowers the pH of the flesh (Academy, 2023; 

Gonçalves, 2011). Moura (2018) reports in his studies that 

Acaris bodós specimens subjected to stressful slaughter 

methods entered and exited the rigor mortis stage more 

quickly than those slaughtered through other methods. It is 

worth noting that all samples were subjected to the same 

capture method, meaning that stress cannot be considered 

the sole hypothesis for sample P1 deviating so much from 

the others. 

However, the stress factor cannot be overlooked in this 

study. Mendes et al. (2015) demonstrated through their 

experiments that Colossoma macropomum specimens 

subjected to slaughter methods after a certain recovery 

period showed a delayed onset of rigor mortis compared to 

those subjected to stressful slaughter methods. Therefore, 

the importance of the capture method for the target species 

cannot be ignored, as the physiological stress load to 

which the species is subjected is extremely high when 

struggling or exerting effort to escape capture. Although 

each individual may have different responses to stressful 

stimuli, intrinsic factors such as nutritional, reproductive 

aspects, and the habitat in which the organism is situated 

contribute to changes in the post-mortem rigor index. 

 

IV. CONCLUSION 

The species Eugerres brasilianus (Couvier, 1830) 

remained in full rigor for an average of 12 hours, 

indicating a greater resistance of the fish to deterioration. 

Thus, it is a species with significant conservation potential, 

which opens up a range of possible studies for its 

conservation and processing methods.  

More studies are needed regarding rigor mortis in this 

species, as its behavior when subjected to less stressful 

slaughter methods is still unknown. Therefore, it is 

recommended that future studies conduct analyses with 

greater detail on the post-mortem biochemical changes in 

the fish, aiming to understand the behavior of the rigor 

index in this species when subjected to other slaughter 

conditions. This study highlights the potential factors 

affecting the quality and shelf life of Carapeba meat. 
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Abstract— This study analyzes stakeholders' perceptions of the culture of 

innovation in an organization in the Greater ABC region linked to an 

Innovation Hub. The research adopts an exploratory approach, using 

qualitative and quantitative methods, with data collection carried out through 

employee questionnaires and interviews with managers. The results show 

that, although innovation is recognized as essential, there are challenges in 

integrating this culture, in training employees, and in strategic alignment with 

the Hub. The study concludes that it is necessary to strengthen support 

mechanisms and promote greater internal cohesion to ensure that innovation 

becomes a consistent practice within the organization. 

 
I. INTRODUCTION 

The culture of innovation is a crucial element for the 

success and sustainability of organizations in a competitive 

and dynamic environment. The capacity for innovation is 

not limited to the development of new products or services, 

but includes the implementation of new processes, business 

models and management methods that promote a 

sustainable competitive advantage [1]. 

The authors [2] state that a solid organizational culture, 

which values creativity and flexibility, is essential to foster 

an innovative environment. However, many organizations 

face challenges in establishing a culture of innovation due 

to barriers such as resistance to change and lack of adequate 

incentives [3]. In addition, research by [4] suggests that the 

organizational structure must be flexible to allow rapid 

adaptation to market changes and the implementation of 

new ideas. 

The general objective of this study is to analyze the 

perception of those involved and impacted on the Culture of 

Innovation of an organization in the Greater ABC region of 

São Paulo, Brazil, which has a link with an Innovation Hub. 

The concept of culture proposes that there is structural 

stability, depth, extension and patterns or integrations, 

indicating that culture is a learned phenomenon, in the same 

way that character and personality are for each of us [5]. 

Some studies indicate that the role of culture is critical 

and fundamental for organizations and that it is considered 

one of the determining factors of success or even failure [6]. 

Organizational culture, according to [7], is a form of 

sociocultural system, in which the social and structural 

components are closely connected to the symbolic and 

ideological issue of the organization. 

Within the scope of organizational culture, the authors 

[8] indicate that organizational behavior is a field of study 

that attempts to explain, predict and even modify human 

behavior within the context of organizational culture, but 
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there are three considerations that are necessary for 

organizational behavior, which are: 

• It aims at observable behaviors, such as the use of 

equipment, way of speaking in meetings, how to write a 

report. It also deals with people's internal states, for 

example, how to think, decide and perceive which issues 

that accompany an observable action are. 

• It also evaluates the relationship and behavior of 

groups among themselves, since people, groups and 

organizations do not behave in the same way. In this way, 

events can occur within the organization that we cannot 

explain solely as a result of an individual's behavior, for 

example. It is necessary to evaluate from a group or 

organizational perspective. 

• Therefore, it is always necessary to analyze the 

behavior of people as individuals, as members of groups and 

of the organization. 

For the concept of innovation, one of the main points is 

that people understand the concept in different ways, 

usually confusing it with invention, since the term 

innovation derives from the Latin - innovare, which means 

"to do something new", but the concept for innovation is a 

process of transforming opportunities into new ideas to be 

taken advantage of and used by society [9]. 

Innovation is a process in which a product or service is 

created, renewed or updated with the introduction of new 

techniques or ideas to generate value for the consumer and 

organization. In this way, innovation ceases to have an 

optional role and is seen as a protagonist [10]. 

In closed innovation, organizations carry out the process 

internally without external contact, only with restricted 

knowledge [11]. 

For [12], success in the closed innovation process 

requires control, in which organizations must generate their 

own ideas, then develop, distribute, serve, finance and 

support them. 

According to [13], in open innovation there are activities 

carried out internally and others carried out with external 

partners, showing that in this model organizations do not 

innovate in isolation, as the organization is inserted in the 

environment and society and therefore depends on external 

knowledge to create something innovative for the market. 

In the open innovation model, a concept attributed to Henry 

Chesbrough, the organization carries out the process 

collaboratively with other companies, universities and even 

consumers [11]. One of these models are innovation hubs, 

which according to [14], are essential for the 

implementation of smart specialization strategies, 

especially in European regions. A key element of the 

initiative is the innovation hubs that act as ‘one-stop-shops’ 

where small and medium-sized enterprises (SMEs) can test 

the latest digital technologies and obtain training, financial 

advice, market intelligence and networking opportunities to 

improve their businesses through digital innovations. This 

is exemplified by figure 1 where one can see, schematically, 

the Catalan innovation hub [15]. 

 
Fig. 1: Catalan Ecosystem and DIH 

Source: [15] 

 
Innovation hubs offer numerous benefits to their users. 

Among the advantages are the dissemination of knowledge, 

entrepreneurship and technologies, which occur through 

courses, workshops and lectures, often taught by the 

startups that are part of the hub [16]. 

According to the report by [17], innovation hubs stand 

out for their agglomeration capacity, where geographic 

proximity and the density of talents and resources create 

synergies that accelerate the innovation process. 

Innovation hubs create an ecosystem where startups, 

large corporations, universities and investors can interact 

and collaborate. This collaboration facilitates the exchange 

of knowledge and resources, promoting synergies that can 

result in significant innovations [18]. 

 

 
Fig.2 – Knowledge Development Model 

Source: [15] 
 

For [19], innovation hubs function as regional 

laboratories for technology businesses and entrepreneurs, 

exploring the concept of a "regulatory sandbox" as an 
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extension of the public policy environment to foster 

technology entrepreneurship. 

Furthermore, research by [15] proposes a generic and 

flexible learning framework to assist digital innovation hubs 

in offering education, training and learning services that 

support the transfer of digital technology to companies, this 

proposal is shown in figure 2. 

According to [20], as Innovation Hubs expand and 

reinforce the innovation ecosystem, they are considered as 

ecosystems of agents involved in digitalization, 

transforming themselves into platforms for testing advanced 

digital technologies. 

Hubs, for [21], are in practice relational spaces, created 

amid interactions between global power structures, regional 

configurations, local cultural contexts, daily lived 

experiences of communities and individuals, among other 

things. Hubs should be studied as positioned in their local 

contexts. 

 

II. METHODOLOGY 

With the aim of analyzing the perception of those 

involved and impacted on the Culture of Innovation of an 

organization in the Greater ABC region of São Paulo-

Brazil, which has a link with an Innovation Hub, this 

research will adopt an exploratory approach by case study 

in a qualitative and quantitative manner, with a non-

probabilistic sample. 

According to [22], exploratory research is conducted 

with the purpose of offering a preliminary overview of a 

given phenomenon. 

Exploratory research is especially valuable for obtaining 

initial ideas and developing a preliminary understanding of 

the research problem, assisting in the formulation of 

hypotheses and in the development of a more structured 

research design for subsequent studies[23]. 

According to [24], the case study can include 

quantitative elements, as well as details. And it is not just a 

form of qualitative research, the use of quantitative and 

qualitative data together with the need to define a “case” are 

just some of the ways to demonstrate that the case study 

goes far beyond qualitative research. 

For [25], non-probabilistic samples are constituted 

accidentally or intentionally, without the random selection 

of elements..  

For this study, the population will be from an 

organization in the retail sector: The retail group was 

founded in 1952 by a Polish immigrant who arrived in 

Brazil after World War II. Initially, he worked as a peddler, 

selling products door-to-door, mainly to people who were 

leaving a certain region of Brazil, which inspired the 

company's name. In 1957, he opened the first physical store 

in São Caetano do Sul, São Paulo [26]. Another part of the 

population will be considered from the Innovation Hub, 

with which the organization has a partnership: The 

innovation company was founded in 2018, with the 

objective of fostering the innovation ecosystem in Latin 

America. Initially, it operated through three physical hubs 

with acceleration programs for startups, quickly becoming 

a reference in the technology and innovation market [27]. 

For quantitative data collection, a 10-question scaled 

questionnaire was conducted with the organization's 

employees. According to [28], a questionnaire is a data 

collection technique characterized by the application of a 

structured set of questions to a specific group of individuals. 

In this case, the Likert scale was used, as according to [29], 

Likert scales are commonly used to measure attitudes and 

perceptions, providing a range of responses to a given 

question or statement. 

For qualitative data collection, structured interviews 

were conducted using a 9-question form with the manager 

of the Innovation Hub and the innovation area of the 

organization. According to [25], interviews can be 

exploratory or used to obtain data. While exploratory 

interviews are relatively structured, interviews for 

collecting information are highly structured. 

 

III. RESULTS AND DISCUSSION 

Statistics is a widely used tool that allows researchers to 

not only describe data, but also to evaluate new possibilities 

for relationships and perform future analyses based on this 

information, providing valuable findings, and supporting 

research conclusions [30]. Frequency distribution involves 

organizing a set of data into classes or categories and 

counting the number of occurrences, the frequencies, within 

each class. This method allows researchers to identify 

patterns and trends in the data, which is essential for more 

in-depth analyses [31]. 

The responses showed a general tendency to concentrate 

on intermediate values (Neutral and Agree). This may 

suggest that most respondents partially agree with the 

statements about the culture of innovation, although it may 

suggest that some employees may not be fully aware of or 

involved with the company's innovation issues, with a 

variability in perception. 
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Fig.3 – Distribution of quantitative questionnaire responses 

 

Table.1: – Table of mean and standard deviation of 

Responses 

 

 

 

Fig.4 – Mean of the responses. 

 

The mean and standard deviation of these responses 

were also analyzed. The mean, according to [31], represents 

the sum of all values in a data set divided by the total 

number of observations. For [32], the standard deviation 

indicates how dispersed the values of a data set are in 

relation to the mean, providing information about the 

variability of the data. 

The averages for the questions range from 2.72 to 3.56, 

indicating that the perception of the participants is more 

mixed. While some areas are seen more positively (average 

of 3.56), other areas have a more neutral or even slightly 

negative perception. 

The average of 3.56, observed in one of the questions, 

suggests that this specific area is seen more positively, 

which may indicate a certain degree of acceptance or 

alignment with innovative practices. 

 

Fig.5 – Standard deviation of the responses. 

 

Standard deviations range from 0.79 to 1.46, indicating 

that although the overall perception is slightly positive, 

there is significant variation in employee perceptions. 

A higher standard deviation (1.46) suggests that there is 

considerable diversity of perceptions in certain areas, which 

may point to differences in the experience, understanding, 

or perception of innovation culture among employees. 

The combination of slightly positive means with 

significant standard deviations suggests that although the 

majority of employees have a positive view of innovation 

culture, there is still considerable variability in perceptions. 

According to [33], while the mean provides a central 

measure of the data, the standard deviation complements 

this information by indicating the consistency of the data in 

relation to the mean. This combination is essential for the 

interpretation of research results, as it allows researchers to 

understand both the typical value and the variability of the 

data. 

For the qualitative data, a thematic content analysis was 

carried out, according to [23] qualitative interpretation is a 

reflective process that demands the researcher to construct 
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complex meanings from the data, needing to take into 

account the theoretical and practical context of the research. 

Table.2- Interview Question Guide 

 

Regarding the topic of innovation culture, in the 

interviewees' view, innovation training in the organization 

is treated as a complementary and informative activity, but 

it is not yet fully integrated as a structured part of the 

innovation strategy. There is a disconnection between 

recognition and reward for participants in the innovation 

culture. Although recognition exists, it is not fully 

structured or financially incentivized in a comprehensive 

manner, which can limit employees' motivation to engage 

in innovation initiatives. The role of executive leadership is 

fundamental to the success of innovation, but there is a need 

to maintain engagement in the long term. Innovation 

requires committed leadership that promotes a culture of 

calculated risk and continuous learning. 

As with the innovation process, the interviewees 

analyzed the evolution of selection criteria as reflecting the 

company's adaptation to market demands and its own 

maturity. The initial lack of criteria may have generated 

inefficiencies, but the introduction of governance shows an 

effort to structure the innovation process. Likewise, the 

decentralization of knowledge and the promotion of a 

critical culture are important steps to engage employees. 

However, there was no clear strategy to ensure that all 

employees were aligned and motivated to actively 

participate in the innovation process. 

In the ecosystem theme, interviewees indicated that 

collaboration is seen as a key to the success of innovation 

initiatives. Integrating the Hub with other areas of the 

company allows for an exchange of knowledge and 

perspectives, which is essential for effective innovation. 

However, the effectiveness of this collaboration depends on 

engagement and communication between areas. The 

Innovation Hub offers both tangible and intangible benefits. 

It not only improves processes and strategies, but also 

promotes a cultural change that values continuous learning 

and innovation. However, to maximize these benefits, a 

coordinated effort between the Hub and the organization is 

necessary. 

 

IV. CONCLUSION 

This study investigated the perception of those involved 

and impacted on the Culture of Innovation in an 

organization in the Greater ABC region, linked to an 

Innovation Hub. The combined analysis of quantitative and 

qualitative data revealed valuable insights into how 

participants perceive the different aspects of the culture of 

innovation in the organization. 

Participants demonstrated an understanding of the 

importance of the culture of innovation, recognizing it as 

fundamental to the success and competitiveness of the 

organization. However, there is a perception that support 

mechanisms, such as training, recognition and incentives, 

are not sufficiently structured or integrated to promote a 

culture of innovation effectively, and there was notable 

variability in perceptions. Participants indicated that 

leadership needs to play a more active role in promoting a 

culture of innovation, creating an environment where 

creativity and experimentation are encouraged and 

rewarded. At times, there was even a slightly negative 

perception of innovation processes, which may indicate that 

they are not uniformly understood or applied within the 

organization. In summary, the participants’ perception 

suggests that, although the organization is on the right track 

in adopting innovative practices and connecting with an 

Innovation Hub, there is still work to be done to ensure that 

the culture of innovation is fully integrated, communicated 

and supported at all levels. Future initiatives should focus 

on aligning the objectives between the Hub and the 

organization, as well as strengthening the internal 

mechanisms that support and encourage a culture of 

innovation, such as training, recognition and success 

metrics. Leadership plays a crucial role in transforming this 

perception into action, ensuring that the culture of 

innovation becomes an intrinsic part of the organization’s 

day-to-day activities. 
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Abstract— Aiming at the shortcomings of the DreamTalk 2D digital human 

synthesis model in computational efficiency and expression generation 

fineness, this paper proposes an optimization method combining adaptive 

sparsity and cross-modal feature enhancement. By introducing a dynamic 

threshold sparsity mechanism into the diffusion model, the sparsity ratio was 

dynamically adjusted based on the learnable threshold and Exponential 

Moving Average (EMA), and the Mutual information Constraint (MI 

Constraint) was combined to minimize the information loss, which reduced 

the calculation amount of the model while retaining key features. The model 

architecture is improved, and the decoupled decoder is designed to 

decompose the facial expression into the upper and lower regions for 

independent processing. The dynamic linear layer is combined to realize 

parameter adaptation under the style condition, and the detail expression of 

expression generation is improved. In addition, Tacotron speech features 

and Wav2Vec acoustic features are fused to enhance the synchronization of 

speech and expression, and skip connections are used to optimize the 

information transmission efficiency. 

 

I. INTRODUCTION 

From the perspective of technology evolution, digital 

human synthesis technology has experienced a significant 

transformation from traditional methods based on physical 

models to data-driven deep learning methods. Initially, 

DaViT regress 3DMM parameters from the input image to 

roughly scout the shape and texture of the face. Although 

3DMM provides valuable information, its linear nature 

limits its realism.[1] Subsequently, an innovative approach 

developed by Buhari et al.[2] combined graph theory and 

FACS to extract useful features (68 landmark points) that 

can distinguish between various microexpressions.[3] The 

development of deep learning technology, methods based 

on Generative Adversarial networks (GAN) have made 

breakthroughs in the field of image generation, such as the 

StarGAN-VC model, which has attracted people's attention 

because it can solve this problem using only a single 

generator. However, there is still a gap between real and 

converted speech.[4] Diffusion Model has aroused a new 

upsurge of research in the field of digital human synthesis 

due to its theoretical completeness and generation quality 

advantages. Among them, DreamTalk model, as the 

landmark achievement in the field of speech-driven 

expression synthesis, is an audio-driven framework based 

on two-stage diffusion, which uses emotional conditional 

diffusion model and lip refinement network[5] to improve 

facial emotional expression while maintaining high video 

quality. DREAM-Talk represents a major leap forward in 

the field of emotional conversational face generation, 

enabling the creation of realistic and emotionally engaged 
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digital human representations in a wide range of 

applications.[5] 

  Many scientific research institutions and enterprises 

continue to make efforts in digital generation technology 

and other related fields. In the direction of expression 

generation, VASA-1, a diffusion-based global facial 

dynamics and head motion generation model proposed by 

Microsoft Research Asia, can not only generate lip 

movements perfectly synchronized with audio, but also 

generate a large number of facial nuances and natural head 

movements, providing high video quality through realistic 

facial and head dynamics IC. Online generation of 

512×512 videos at up to 40 FPS with negligible startup 

latency is also supported.[6]; OTAvatar[7] proposed by 

Ma et al., OTAvatar invert the portrait image into a 

motion-free identity code, and then use the identity code 

and motion code to modulate an efficient CNN to generate 

a three-plane formula volume. Finally, the image is 

generated by volume rendering, and the identity and 

motion in the latent code are decoupled by a novel anti-

phase decoupling strategy. The face image is constructed 

based on generalized controllable three-plane rendering. In 

addition, the Make-A-Video model[8] launched by Meta 

AI tries to model the multi-modal generation of text-

speech-image in a unified way. Although it shows strong 

potential in creative content generation, there are still 

technical bottlenecks in the accurate synchronization of 

voice and expression. 

At present, in the aspect of film and television special 

effects, the application of digital human is more and more 

widely, and the fidelity of image and motion has been 

improved. The continuous expansion of digital human 

application scenarios to strong interaction fields such as 

real-time broadcast, virtual idol interaction, and intelligent 

education, the limitations of existing technologies have 

become increasingly prominent. Aided by the diffusion 

model mechanism, the DreamTalk model represents a 

major leap forward in the field of emotional talk face 

generation, enabling the creation of realistic and 

emotionally engaging digital human representations in a 

wide range of applications[9]. However, with the 

expansion of application scenarios and the improvement of 

requirements, its defects gradually appear. In terms of 

computational efficiency, the model parameters are dense, 

and in real-time interaction scenarios, the memory 

footprint is high and the reasoning time is long, which 

seriously affects the interaction fluency. For expression 

generation, it is difficult for a single decoder to accurately 

simulate the differentiated motion of the eyebrow, mouth 

and other regions, and synthesize expression detail 

distortion. In cross-modal fusion, the simple feature 

concatenation method cannot deeply explore the complex 

relationship between speech prosody and expression 

dynamics, and the matching degree of expression and 

speech emotion is not good. 

To address the above technical challenges, this study 

proposes a dynamic threshold sparsification and 

decoupling generation framework based on information 

theory and dynamic system theory. By introducing the 

learnable sparse threshold and Exponential Moving 

Average (EMA) mechanism[10], combined with the 

mutual information loss function[11], the framework 

reduced the floating-point operation efficiency while 

ensuring that the key information was not lost. The 

decoupled decoder was designed, the facial expression 

space was divided into the upper and lower halves, and the 

dynamic linear layer was used to realize the adaptive 

adjustment of parameters to improve the naturalness of 

expression. The gated fusion module of Tacotron acoustic 

features and Wav2Vec speech representation is 

constructed, and the gradient transfer path is optimized by 

combining jump connection, which greatly improves the 

accuracy of speech-expression synchronization, and 

provides an innovative solution for the practical 

development of digital human technology. 

 

II. DREAMTALK 

In the field of speech-driven expression synthesis of 

digital human, DreamTalk model uses the diffusion 

mechanism[5], uses the Transformer-based EmoDiff 

network, and performs temporal denoising learning of 3D 

expression under the conditions of audio, portrait and 

emotional style, and realizes the end-to-end generation of 

speech to expression. Excellent results are achieved on the 

VoxCeleb dataset, which alleviates the mode collapse 

problem of traditional GAN. The diffusion mechanism 

adopted by the method is derived from the denoising 

Diffusion Probability Model (DDPM)[12], which is based 

on the Markov chain[13]. The data generation is realized 

through the process of adding Gaussian noise forward and 

reverse iterative denoising. Compared with traditional 

generative models, diffusion models have more solid 

theoretical foundation and stronger conditional generation 

ability, and have shown significant advantages in the field 

of multimodal generation, which provides important 

technical support for models such as DreamTalk. 

denoising diffusion probabilistic model (DDPM) is a class 

of generative models based on probabilistic diffusion 

process. In recent years, remarkable progress has been 

made in the field of deep learning and generative models. 

The core idea of diffusion model is to treat the process of 

data generation as a random process that gradually changes 

from simple distribution (e.g., Gaussian distribution) to 
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complex data distribution. Diffusion models usually 

include two processes: the Forward Diffusion Process and 

the Reverse Process. However, both of them are a 

parameterized Markov chain in nature, which has 

stationary property. That is, if a probability changes with 

time, it will tend to a stationary distribution under the 

action of the Markov chain, and the longer the time, the 

more stable the distribution will be. It was this stationarity 

that allowed him to gradually restore the image, given a 

neural network that predicted the noise. 

 

Fig.1 Diffusion Model generation process 

 

The Forward Diffusion Process is a process that 

continuously adds noise to the data to be trained. The 

process usually starts from a simple distribution (e.g., 

Gaussian distribution, etc.), and through multiple rounds of 

small cardinality noise, the image data to be trained is 

closer to a complex data distribution. Meanwhile, at each 

step, the model predicts the noise at the next step based on 

the current data state and noise level, thus gradually 

pushing the data into a high-dimensional and complex 

distribution space. 

In the forward process, given the initial data 

distribution x0~q(x), the noise with standard deviation βt is 

gradually added to the initial data according to the 

schedule to obtain the noise data. 

     (1) 

Where t represents the final time, as t continues to 

increase, the noise data gradually approaches the Gaussian 

distribution. 

However, the efficiency of stepwise iteration based on 

Equation (1) is very low, and the training process 

consumes a lot of time. To improve the efficiency of 

computing, introducing the =1- , , type (1) 

can be converted to: 

     (2) 

The noisy data   at any time t can be obtained。 

Reverse Diffusion Process is a process that gradually 

recovers useful information from noisy data. 

The goal is to gradually recover the distribution of the 

original data from the pure noise state (the final result of 

the forward diffusion process). It is the opposite of the 

forward diffusion process and tries to learn how to remove 

the noise added at each time step so as to recover the 

original data. 

The backward diffusion process takes advantage of the 

fact that the way noise is added in the forward diffusion 

process is known, and gradually restores the noisy data to 

the original data by training a neural network to predict 

how much noise should be subtracted at each step.In the 

backward diffusion process, the neural network is 

constructed to fit , and the original data is 

gradually recovered from the noise, which can be 

expressed as follows. 

     (3) 

Where θ is the neural network parameter, and 

 are the mean and variance, respectively. 

The training process in the diffusion model is achieved 

by optimizing the variational lower bound of the negative 

log-likelihood with . To simplify the training process, 

the variance of the model is set to a constant and the 

coefficients of the loss function are removed, so the loss 

function is: 

     (4) 

 

Fig.2 Diffusion Process 

 

III. IMPROVED MODEL ARCHITECTURE AND 

KEY TECHNOLOGIES 

Aiming at the technical bottlenecks of DreamTalk 

model in terms of computational efficiency, expression 

generation accuracy and cross-modal fusion, this study 

proposes a dynamic threshold sparsifation-decoupling 
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generation framework (DTS-DG). The framework realized 

systematic optimization through four core modules. At the 

level of efficiency optimization, the dynamic sparse 

threshold and EMA dynamic adjustment mechanism were 

used, and the mutual information loss function was 

combined to reduce the amount of calculation while 

ensuring the loss of information. In the cross-modal fusion 

dimension, the gated fusion module of Tacotron[14] and 

Wav2Vec features[15] is constructed, supplemented by 

skip connection to optimize the gradient transfer path and 

enhance the depth correlation between speech and 

expression. In the aspect of expression generation, the 

upper and lower half decoupling decoder is designed, and 

the parameters are adaptively adjusted by the dynamic 

linear layer, which significantly improves the accuracy of 

expression detail description and emotion synchronization, 

and provides a new solution for speech-driven digital 

human synthesis technology. 

Through the four-layer optimization system, the 

improved model achieves a significant improvement in 

computational efficiency and generalization ability while 

maintaining the naturalness of speech synthesis, which 

provides a new technical path for the lightweight of end-

to-end speech synthesis models. 

3.1 ynamic threshold sparsification mechanism 

When the original dreamtalk model deals with high-

dimensional features, there are problems such as large 

consumption of computing resources and slow inference 

speed. A large number of redundant parameters not only 

increase the computational burden, but also may lead to 

overfitting. In view of this, this study introduces a dynamic 

threshold sparsification mechanism, which dynamically 

screens features based on a dynamic sparse mask. By 

setting a learnable threshold, the feature dimensions that 

contribute less to the model are automatically identified 

and eliminated.  

The computational efficiency of the improved model is 

significantly improved, and the number of parameters and 

reasoning time are reduced compared with the original 

model, which effectively alleviates the bottleneck of 

computing resources. At the same time, the generalization 

ability of the model is enhanced because the redundant 

information interference is reduced. In addition, the 

dynamic threshold sparsification mechanism ensures that 

the model can still maintain a high level of performance 

while being lightweight by retaining key features, which 

facilitates the deployment in practical applications. 

 

Fig.3 Model framework 

 

Under the key requirements of model computational 

efficiency optimization, the dynamic threshold 

sparsification mechanism becomes one of the core 

innovations of this research. The mechanism aims to solve 

the problem that the traditional fixed sparsity method 

cannot adapt to the dynamic changes of features in the 

process of model training. By introducing a learnable 

threshold and combining with the Exponential Moving 

Average (EMA) technology, the dynamic adjustment of 

the sparsity ratio of model parameters is realized, and the 

calculation amount is reduced while the key information is 

retained to the maximum extent, ensuring that the model 

performance is not significantly affected. 

In the training process of the diffusion model, the data 

characteristics show a complex change trend with the 

advancement of time steps. To effectively capture these 

changes and adjust the sparsification strategy accordingly, 

we design a dynamic threshold calculation method based 

on learnable threshold and EMA. First, we define a 

learnable threshold parameter θ, which is optimized 

through backpropagation during model training. To map 
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the values of θ to a reasonable range, we use the sigmoid 

function [16] to convert it to θ', i.e. 

     (5) 

The value range of θ' is limited to the interval of (0,1), 

which enables the threshold to be adjusted in a reasonable 

dynamic range. 

At the same time, in order to track the dynamic 

changes of features, we introduce EMA[10] to calculate 

the mean value μt of the absolute values of features. EMA 

is a commonly used time series smoothing technique, 

which is able to dynamically update statistics based on 

historical information and current data. In this study, μt is 

calculated as follows. 

     (6) 

α is the smoothing coefficient of EMA, which is 

usually set to a value close to 1, and α=0.9 was taken in 

this study. This means that the calculation of μt is more 

dependent on the historical mean μt-1, but at the same time, 

it is also adjusted according to the expectation  of 

the absolute value of the feature at the current time. In this 

way, μt can better reflect the overall trend of the absolute 

value of the feature, and it is somewhat robust to sudden 

outliers. 

Based on the computed θ' and μt, we generate the 

dynamic threshold θ'·μt and construct the sparse mask Mt 

accordingly. For each element xt[i] in the feature vector xt, 

the element Mt[i] of the sparse mask Mt is generated 

according to the following rules: 

     (7) 

When |xt[i]| is greater than the dynamic threshold, the 

value of Mt[i] is 1, and the corresponding element is 

retained in the sparsification process. Otherwise, Mt[i] is 0, 

and the corresponding element is set to zero, thus 

sparsifying the feature vector xt. This dynamic threshold 

setting allows the sparsification process to be dynamically 

adjusted according to the importance and distribution of 

features. The key features that have larger absolute values 

and contribute more to the model output are more likely to 

be retained; However, the relatively unimportant features 

are sparsified to reduce the amount of calculation. 

During backpropagation, to ensure that the sparsified 

model can still learn effectively, we only perform gradient 

updates on the corresponding parameters with a value of 1 

in the sparse mask Mt. This not only ensures that the model 

can continue to be optimized in the case of parameter 

compression, but also avoids the invalid calculation of the 

sparsified (zeroed) parameters, which further improves the 

computational efficiency. 

Through the above dynamic threshold sparsifying 

mechanism, the model can dynamically adjust the sparsity 

ratio of the parameters during the training process, and 

flexibly balance the computational efficiency and model 

performance under different training stages and data 

feature distributions. This mechanism not only effectively 

reduces the computational burden of the model and 

improves the inference speed, but also ensures the 

accuracy and stability of the model in tasks such as 

expression generation by retaining key information. In 

practical applications, this mechanism enables the model 

to maintain good performance under limited computing 

resources when dealing with large-scale data and complex 

tasks. 

3.2 Mutual information constrained optimization 

mechanism 

In the process of dynamic threshold sparsification, the 

original dreamtalk model is easy to cause the loss of 

feature information, which affects the model's ability to 

capture key semantic and emotional information, and leads 

to the decline of the accuracy and integrity of the 

generated results. 

In order to solve this problem, based on Mutual 

Information[17] and Kullback-Leibler Divergence 

theory[18] in information theory, this study constructs a 

mutual information constrained optimization mechanism. 

Mutual information was proposed by Shannon in 1948 to 

quantify the dependence between two random variables. 

KL divergence was defined by Kullback and Leibler in 

1951 as a measure of how different two probability 

distributions are. 

The basic definition of KL divergence is as follows. 

     (8) 

Here, p(x) and q(x) represent two probability 

distributions, and the formula measures the difference 

between p(x) and q(x) by calculating the weighted sum of 

log ratios over all values x. 

The basic definition of mutual information is based on 

joint distribution and marginal distribution, which is 

expressed as follows. 

     (9) 

That is, the mutual information is equal to the KL 

divergence between the joint probability distribution 

p(X,Y) and the product p(X)p(Y) of the marginal 

probability distributions, which reflects the amount of 

information shared between two random variables X and Y. 

In this study, the original feature distribution is denoted 

as q(xt), and the feature distribution under the action of 

sparse mask Mt is denoted as p(xt|Mt). Based on the above 
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theory, the mutual information loss function is constructed 

as follows. 

    

(10) 

This formula quantifies the information loss during 

dynamic threshold sparsification by calculating the KL 

divergence of the feature distribution before and after 

sparsification. In the actual calculation, because it is 

difficult to estimate the probability distribution directly, 

the feature mean and variance are used to approximate the 

distribution. In the training process,  is incorporated 

into the total loss function, and the model parameters and 

sparse threshold are optimized through back propagation, 

which effectively retains key information while reducing 

the amount of calculation and maintaining the performance 

of the model. 

After introducing this mechanism, the model performs 

well in information retention, the retention rate of key 

features is improved, and the performance degradation 

caused by information loss is effectively avoided. At the 

same time, the mutual information constraint optimization 

mechanism makes the model more accurately balance the 

computational efficiency and information retention in the 

sparsification process, which provides a guarantee for the 

stable training and efficient operation of the model. 

3.3 (Multi-model Fusion network) Cross-modal 

feature fusion module 

The original dreamtalk model has the problems of 

insufficient synchronization and insufficient feature fusion 

when processing speech and facial expression features, 

which leads to the inability to accurately match the 

generated facial expression and speech, and poor 

expression naturalness and dynamic correlation. The cross-

modal feature fusion module constructed in this study 

strengthens the dynamic association between speech and 

expression by deeply fusing Tacotron speech features and 

Wav2Vec acoustic features. 

After the introduction of this module, the model 

achieves a significant improvement in speech-expression 

synchronization, and the time deviation between lip 

movements and speech phonemes is reduced, which 

greatly improves the phenomenon of phonetic and painting 

synchronization. In addition, the cross-modal feature 

fusion module effectively enhances the network's ability to 

express multimodal information through the gate 

mechanism and skip connection[19], so that the model can 

better capture the complex mapping relationship between 

speech and expression. 

On the basis of computational efficiency optimization, 

this study constructs a cross-modal feature fusion module 

to solve the problem of speech and expression 

synchronization. The Tacotron model is used to extract the 

512-dimensional speech feature  containing prosodic 

and semantic information, while the Wav2Vec model is 

used to obtain the 1024-dimensional feature  focusing 

on acoustic details, providing multi-dimensional speech 

information for fusion. 

The module adopts the gating mechanism to realize 

feature fusion, and learns from the idea that the LSTM 

gating unit[20] controls the information flow through the 

Sigmoid function ( ). Firstly, the two features 

are concatenated and linear transformed, and then the 

gating signal g is generated by the Sigmoid function:  

. Based on this, the fusion 

feature  is obtained by 

weighted summation, so that the model can adaptively 

adjust the feature weight according to the speech 

characteristics. In addition, the jump connection 

 of ResNet is introduced to ensure the 

effective transmission of key information, improve the 

expression ability of the network, and realize the deep 

correlation between speech features and expression 

generation. 

3.4 Decouple the decoder 

The original dreamtalk model uses a single decoder to 

process facial expression generation, which is difficult to 

accurately model the movement of different facial regions. 

It is easy to interfere with emotional expression and mouth 

movement, resulting in unnatural local 

expressions and loss of details. In this study, based on 

the decoupled generation network designed by FACS 

theory[21], the facial expression space is divided into the 

upper and lower half regions, which are processed 

independently and modeled by the dual-branch structure 

respectively. 

The introduction of decoupled decoder effectively 

solves the defects of the original model. In the generation 

of eye expressions, the movements of eyebrows and 

eyelids are more consistent with emotional semantics, and 

the emotional expression is more accurate. In terms of 

mouth movement generation, the synchronization between 

mouth shape and speech is further enhanced, and the 

speech-expression synchronization error is reduced. At the 

same time, the structure avoids the interference between 

the actions of different regions, which greatly improves the 

naturalness and accuracy of local expressions. The 

generated facial expressions are more vivid and realistic, 

and have more advantages in detail processing. 
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Considering that a single decoder is difficult to 

accurately simulate the movement of different facial 

regions, this study designs a decoupled generation network 

based on FACS theory, and divides the facial expression 

space into the upper and lower half regions for 

independent processing. The upper half is responsible for 

emotional expression, while the lower half is closely 

related to speech articulation. 

The decoupled decoder adopts a dual-branch structure, 

each branch is equipped with a dynamic linear layer, and 

its design refers to the idea of conditional normalization. 

The eyebrow decoder uses 

 to generate a 

weight matrix based on semo. According to the acoustic 

features , the mouth decoder uses 

 

Determine the parameters, including  

. Finally, the output of the upper and 

lower halves is concatenated to avoid the mutual 

interference between emotional expression and mouth 

movement, realize the accurate control of eye emotional 

transmission and mouth speech synchronization, and 

significantly improve the naturalness and detail accuracy 

of expression generation. 

 

IV. EXPERIMENTAL ANALYSIS 

4.1 Experimental Environment and experimental data 

set 

In this study, an end-to-end training approach is used to 

jointly optimize modules such as speech feature extraction, 

cross-modal feature fusion, and expression generation. In 

the early stage of training, the parameters of pre-trained 

models such as Tacotron and Wav2Vec are fine-tuned with 

a small learning rate to adapt them to the speech feature 

extraction task of this study. Then, the cross-modal feature 

fusion module was gradually introduced to decouple the 

decoder, and the alternating training strategy was adopted. 

The parameters of the expression generation network were 

fixed, and the feature fusion module was optimized to 

enhance the correlation between speech and expression 

features. Then the feature fusion module is fixed, and the 

decoupled decoder is trained to improve the quality of 

expression generation. In the training process, the Early 

Stopping method is used to avoid overfitting, and the 

training rounds are dynamically adjusted according to the 

expression naturalness index on the validation set. 

The dataset used in this experiment is VoxCeleb. The 

VoxCeleb dataset is an open source dataset maintained by 

the Visual Geometry Group at the University of Oxford. 

The dataset is derived from speech clips in YouTube 

videos related to celebrities. It is split into VoxCeleb1, 

which has more than 100,000 voice clips of 1,251 

celebrities, and VoxCeleb2, which is much larger, with 

more than 1 million voice clips of 6,112 celebrities and 

each clip is at least 3 seconds. It is characterized by a high 

diversity of speech, including different races, accents, ages, 

and complex backgrounds, while being of high quality and 

carefully screened. It has a wide range of applications in 

speech recognition, speaker verification, speech sentiment 

analysis, speech synthesis and other fields, which provides 

rich and high-quality data resources for speech-related 

research and application. 

The experimental platform environment configuration 

used in this experiment is shown in Table 1 

Table 1 Experimental environment 

Name version informatio 

Operating system Microsoft Windows11 

CPU 12th Gen Intel(R) Core(TM) i7-

12700 

GPU NVIDIA GeForce RTX 4060 Ti 

Memory capacity 16GB 

Deep Learning 

FrameworkPython 

CUDA 

PyTorch 

TorchVision 

PyTorch 

3.10.14 

11.8 

2.1.2 

0.16.2 

 

4.2 Comparative analysis of data 

We use a variety of evaluation metrics to evaluate the 

experimental results, and the experimental results are 

shown in Table 3, which show the experimental results of 

the four methods SadTalker, Wav2lip, TANGO and Ours, 

respectively. In this paper, SSIM, SIFT and PSNR are 

selected as the performance evaluation metrics, which 

measure the quality of the 2D digital human video 

generated based on the diffusion model from different 

perspectives, thus providing a comprehensive evaluation of 

the performance of the method. 

SSIM is a full-reference image quality assessment 

index, which measures the similarity of images from three 

aspects: brightness, contrast and structure. SSIM values 

range from [0,1], with higher values indicating lower 

image distortion. Therefore, for the similarity curve of 

video frames, a higher SSIM value is better, and a flatter 

curve is better, because it means that the similarity 
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between video frames does not change much and the video 

quality is stable. 

Table 2 Comparison of experimental results of different 

methods 

Methods SSIM↑ LPIPS↓ PSNR↑ 

DMT 

DreamTalk 

0.7970 

0.6973 

0.1093 

0.4582 

28.2298 

20.3429 

SadTalker 0.6693 0.5348 12.8915 

Wav2lip 0.8470 0.1277 34.6643 

TANGO 0.8758 0.1359 29.0019 

 

LPIPS is a deep learning-based image similarity 

evaluation metric, which evaluates image similarity by 

comparing perceptual differences between image patches. 

The smaller the LPIPS value, the more similar the images. 

For the similarity curve of video frames, a lower LPIPS 

value is better, and a flatter curve is better, which indicates 

that the perceptual difference between video frames is 

small and the video quality is high. 

PSNR is a commonly used metric to evaluate video and 

image quality, which is calculated by comparing the 

original signal with the distorted signal. A higher PSNR 

value indicates less distortion of the video frame. For the 

similarity curve of video frames, the higher the PSNR 

value, the better, the upward of the curve indicates that the 

video quality is improving, and the downward of the curve 

indicates that the video quality is decreasing. 

The experimental results show that the model proposed 

in this study outperforms the previous methods in many 

aspects. The cross-modal feature fusion module realized 

the deep fusion of speech features through the gate 

mechanism and skip connection, which significantly 

improved the synchronization. The decoupled decoder 

separated the upper and lower half of the facial motion 

based on FACS theory, and combined with the dynamic 

linear layer to enhance the expression detail generation 

ability. The dynamic threshold sparsification and mutual 

information constrained optimization mechanism greatly 

reduce the computational complexity under the premise of 

controllable information loss. When mutual information 

constrained optimization is disabled, the inference time of 

the model decreases but the performance index deteriorates 

significantly. These results prove that the collaborative 

design of model components is the key to achieve efficient 

and natural expression generation. 

 

 

 

V. CONCLUSION 

In this study, the DreamTalk speech synthesis model is 

optimized, and the performance of the model is 

significantly improved by introducing techniques such as 

adaptive threshold sparsification method, mutual 

information constraint, multi-model fusion and skip 

connection. In terms of speech synthesis quality, 

computational efficiency and generalization ability, the 

improved model is significantly better than the traditional 

DreamTalk model and other comparison models. 

However, there are still some shortcomings in this 

study. In the process of multi-model fusion, the current 

simple average fusion method essentially treats the output 

of each model with equal weight, which fails to fully 

consider the differences in the advantages of different 

models in processing specific speech features or scenes, 

and it is difficult to maximize the effectiveness of each 

model in complex speech synthesis tasks. In the field of 

cross-modal applications, although the speech-image 

matching has been improved, there is still a large room for 

improvement in the quality and diversity of image 

generation. There is a gap between the generated image 

and the real image and user expectation in detail texture, 

color richness and creative expression. When the adaptive 

sparsization method faces extreme data distribution, such 

as a small number of abnormal speech samples or a serious 

imbalance of data feature distribution, the stability of the 

model will be affected, and problems such as fluctuations 

in the quality of synthesized speech and abnormal 

parameter update may occur. 

To address these shortcomings, future research will be 

carried out in several directions. In the aspect of multi-

model fusion, the fusion strategy based on attention 

mechanism and dynamic weight allocation will be deeply 

explored. By constructing an intelligent evaluation system, 

the model can automatically allocate the weight of each 

sub-model according to the characteristics of the input 

speech, and give full play to the advantages of different 

models. In the field of cross-modal research, we plan to 

combine generative adversarial networks and self-

supervised learning technology to further explore the 

potential correlation between speech and image, build a 

more powerful cross-modal mapping model, improve the 

quality and diversity of image generation, and realize more 

creative and realistic image generation driven by speech. 

For the adaptive sparsification method, a dynamic 

adjustment threshold strategy and an abnormal data 

detection mechanism are introduced. By real-time 

monitoring of data distribution characteristics, the 

sparsification process is dynamically optimized, and the 

stability of the model in extreme data environments is 

enhanced, so as to further improve the overall performance 
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and application range of the model, which provides more 

powerful support for the development of speech synthesis 

technology and cross-modal research. 
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Abstract— In the context of energy transition and the growing interest in 

green hydrogen as a sustainable fuel, this study presents a comprehensive 

mathematical modeling of an alkaline water electrolyzer. The paper 

investigates the fundamental physical and electrochemical processes 

involved in hydrogen generation, covering electric, thermodynamic, and 

electrochemical models. Key parameters such as electrolyte concentration, 

conductivity, membrane resistance, and gas bubble effects are incorporated. 

Simulation results using MATLAB/Simulink are provided to illustrate the 

behavior of the system under varying operational conditions. The findings 

contribute to the optimization of hydrogen production systems through 

accurate model-based design. 

 

I. INTRODUCTION 

Hydrogen is increasingly recognized as a crucial pillar in 

the global transition toward a low-carbon energy future 

[1]. As countries and industries seek sustainable 

alternatives to fossil fuels, hydrogen stands out for its 

versatility, abundance, and clean combustion properties—

producing only water vapor when used in fuel cells or 

combustion engines. Its application spans various sectors, 

including transportation, power generation, chemical 

manufacturing, and energy storage, making it a keystone 

for decarbonizing hard-to-abate industries and stabilizing 

renewable-dominated power grids [2]. 

A key determinant of hydrogen’s environmental impact 

lies in the method of its production. Today, a significant 

portion of global hydrogen is still derived from fossil 

fuels, particularly through steam methane reforming 

(SMR), which results in substantial CO₂ emissions [3]. To 

achieve climate targets outlined in international 

agreements such as the Paris Accord, a paradigm shift 

toward low-emission or zero-emission hydrogen 

production is imperative. Among the various technologies 

available, water electrolysis emerges as a particularly 

promising solution, especially when powered by 

renewable electricity from solar, wind, hydro, or other 

sustainable sources. This method, often referred to as 

“green hydrogen” production, offers the potential for a 
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closed-loop energy cycle with minimal environmental 

footprint[4]. 

Water electrolysis involves the decomposition of water 

molecules (H₂O) into hydrogen (H₂) and oxygen (O₂) 

gases through the application of an electric current. 

Several electrolysis technologies have been developed 

over the years, including Proton Exchange Membrane 

(PEM) electrolysis, Solid Oxide Electrolysis (SOE), and 

Alkaline Water Electrolysis (AWE)[5] Among these, 

alkaline electrolysis remains one of the most mature and 

commercially viable options. It benefits from a long 

operational history, relatively simple system design, and 

the use of non-noble, low-cost catalysts such as nickel and 

iron-based materials. Furthermore, the scalability and 

reliability of AWE systems make them attractive for both 

centralized and decentralized hydrogen production 

facilities. 

Despite its maturity, the alkaline electrolysis process 

presents several technical and scientific challenges that 

must be addressed to enhance efficiency, reduce capital 

and operational costs, and enable seamless integration into 

renewable energy systems [6]. Key areas of improvement 

include minimizing energy losses due to overpotentials, 

managing heat and mass transfer within the electrolyzer 

cell, and ensuring long-term stability under dynamic 

operating conditions. Achieving these objectives requires 

not only experimental advancements but also the 

development of accurate and comprehensive mathematical 

models capable of capturing the complex physical, 

chemical, and electrical behaviors of the system. 

Modeling and simulation play a pivotal role in 

understanding and optimizing electrolyzer performance. 

By translating the underlying physical phenomena into 

mathematical expressions, models allow for predictive 

analysis, system design, sensitivity studies, and control 

strategy development. In the context of alkaline 

electrolysis, an effective model must integrate various 

interdependent domains: electrochemical kinetics 

governing the anode and cathode reactions, thermal 

dynamics affecting reaction rates and efficiency, and 

electrical parameters that determine cell voltage, current 

density distribution, and overall energy consumption [7]. 

This article presents a detailed and integrated 

mathematical model of an alkaline water electrolyzer. The 

model encompasses three key dimensions: electrical 

modeling, which establishes the relationship between 

applied voltage and current density while accounting for 

activation, ohmic, and concentration overpotentials; 

thermal modeling, which considers heat generation from 

internal resistances and electrochemical inefficiencies, 

along with heat dissipation via conduction, convection, 

and radiation; and electrochemical modeling, which 

describes the fundamental electrode reactions influenced 

by operating parameters such as electrolyte concentration, 

temperature, and pressure. 

By simulating the behavior of the electrolyzer under 

various conditions—including different operating 

temperatures, current densities, and load profiles—the 

model provides critical insights into performance 

optimization. These simulations not only reveal the 

interplay between thermal and electrochemical dynamics 

but also highlight the impact of design choices on 

efficiency, hydrogen production rate, and operational 

stability. 

Furthermore, the model has been implemented and 

validated using MATLAB/Simulink, offering a flexible 

framework for future expansion and integration into larger 

energy systems, such as hybrid renewable-hydrogen grids 

or sector-coupled infrastructures. Through parametric 

studies and sensitivity analyses, the model also facilitates 

informed decision-making for system design, control, and 

scaling. 

 

II. ALKALINE ELECTROLYZER MODELING 

2.1. Electrolyte Properties 

In alkaline water electrolysis systems, the electrolyte 

serves as the primary medium for ionic conduction, 

bridging the electrochemical gap between the anode and 

cathode. Among various candidate electrolytes, potassium 

hydroxide (KOH) is most widely used due to its favorable 

properties, including high ionic conductivity, chemical 

stability, and compatibility with commonly used electrode 

materials. The hydroxide ions (OH⁻) in the KOH solution 

are the primary charge carriers, moving from the cathode 

to the anode under the influence of an electric field. Their 

transport is essential for sustaining the redox reactions that 

occur at the electrodes: water is oxidized to oxygen at the 

anode, and reduced to hydrogen at the cathode. The ability 

of the electrolyte to facilitate efficient ion movement, 

while minimizing resistive losses, is central to the 

performance and energy efficiency of the electrolysis cell. 

The physical properties of the KOH solution its 

concentration, density, ionic conductivity, and electrical 

resistance play critical roles in determining system 

behavior. These properties are not static; they evolve 

dynamically with changes in operating conditions, 

particularly temperature, electrolyte composition, and the 

presence of gas bubbles generated during electrolysis. To 

accurately simulate and predict the behavior of alkaline 

electrolyzers under real-world conditions, it is necessary to 

develop robust mathematical models that capture these 
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interdependencies with precision. Such models enable 

researchers and engineers to perform parametric studies, 

design optimization, and control strategy development for 

large-scale hydrogen production systems. 

A fundamental quantity in electrolyte modeling is the 

molar concentration of KOH in the aqueous solution, 

which defines the number of moles of solute per liter of 

solution. In practice, commercial KOH solutions are 

typically described in terms of weight percentage (% w/w), 

which is more convenient for manufacturing and handling. 

However, physical and electrochemical models require 

molar concentration as input. Therefore, the first step in 

electrolyte characterization involves converting between 

weight percentage and molarity. This conversion depends 

on the density of the solution, which varies with both 

temperature and KOH concentration. The conversion is 

mathematically expressed as the equation (1): 

      (1) 

where C is the molar concentration (mol/L),  is the 

weight fraction (unitless),  is the density of the solution 

in g/cm³, and M is the molar mass of KOH (56.11 g/mol). 

Accurate calculation of C from www requires empirical 

correlations or tabulated data that provide solution density 

for various temperatures and concentrations. These 

correlations are typically derived from experimental 

measurements and interpolated to cover the desired 

operating range. 

The density of the KOH solution itself is another crucial 

parameter, influencing not only the concentration 

conversion but also mass transport, buoyancy-driven 

convection, and hydrodynamic behavior within the cell. 

Density increases nonlinearly with concentration due to 

the progressive dissociation of KOH into K⁺ and OH⁻ ions 

and their hydration by water molecules. However, the 

effect of temperature is inverse: as temperature increases, 

the kinetic energy of molecules disrupts hydrogen bonding 

and ionic hydration shells, leading to thermal expansion 

and reduced solution density. Empirical models typically 

represent density as a quadratic function of temperature at 

fixed concentrations, or as a surface fit over both variables 

equation (2). 

    (2) 

where T is the temperature in °C, C is the molarity, and , 

, and  are empirically determined coefficients. 

Accurately modeling density is essential not only for 

thermodynamic calculations but also for determining 

natural convection currents and bubble rise velocities, 

which affect gas-liquid separation and mass transport 

within the cell. 

Closely related to the density is the ionic conductivity of 

the KOH solution. This property defines the electrolyte’s 

ability to transport charged species specifically, the 

hydroxide ions under an applied electric field. 

Conductivity depends strongly on both temperature and 

KOH concentration, and exhibits a non-linear behavior 

with respect to both. At low concentrations, increasing the 

KOH content leads to an increase in ion concentration and 

therefore higher conductivity. However, beyond a certain 

concentration (typically around 6 to 8 mol/L), conductivity 

reaches a peak and begins to decline. This is because the 

increased viscosity and interionic interactions at high 

concentrations impede ion mobility. Similarly, 

conductivity increases with temperature, as the thermal 

agitation enhances the diffusion coefficients of ions and 

reduces the solution’s viscosity. This temperature effect 

can be modeled using Arrhenius-type equations or 

empirically fitted polynomial expressions. For instance, 

one widely used correlation is: 

   (3) 

where  is the conductivity in S/m,  is the 

reference conductivity at a baseline temperature , and is 

the temperature coefficient of conductivity, which varies 

with concentration. Accurate modeling of κ is essential for 

calculating ohmic losses in the cell and optimizing cell 

voltage for minimal energy consumption. 

The electrical resistance of the electrolyte is inversely 

related to its conductivity and is governed by the classical 

formula (4): 

     (5) 

where  is the electrolyte resistance in ohms, d is the 

distance between electrodes, A is the cross-sectional area 

of conduction, and κ is the ionic conductivity. However, 

this expression assumes a homogenous medium, which is 

not the case during actual electrolysis, where gas bubbles 

of hydrogen and oxygen are continuously generated at the 

cathode and anode, respectively. These bubbles are non-

conductive and occupy a fraction of the electrolyte’s 

volume, thereby reducing the effective area available for 

ionic conduction. The presence of gas voids leads to 

increased local resistance and non-uniform current density 

distribution across the electrode surfaces. To account for 

this, the effective conductivity  is often modeled using 

Bruggeman’s correction at the equation (6): 

    (6) 
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where  is the gas void fraction (volume of bubbles/total 

volume), and  is an empirical exponent typically ranging 

from 1.5 to 2.5 depending on the morphology of the 

bubbles. The void fraction itself depends on several factors 

including current density, surface roughness, electrode 

orientation, temperature, and pressure. High current 

densities generate more gas and lead to larger bubble 

formation rates, exacerbating the increase in resistance. 

Therefore, a comprehensive electrolyte model must 

dynamically update ε based on operating conditions to 

yield realistic resistance estimates. 

In parallel to the electrolyte, the membrane in alkaline 

water electrolysis systems plays an equally pivotal role in 

determining the cell’s performance, energy efficiency, and 

operational safety. While the electrolyte facilitates ionic 

conduction between the electrodes, the membrane 

physically separates the anode and cathode compartments, 

preventing the intermixing of hydrogen and oxygen gases 

while still permitting the transport of hydroxide ions 

(OH⁻). This selective permeability is critical not only for 

product purity but also to avoid the formation of explosive 

gas mixtures. Moreover, the membrane contributes 

substantially to the overall cell resistance, as its 

microstructure and material composition directly influence 

the internal ohmic losses. Consequently, a detailed 

understanding of the membrane’s physical characteristics 

and their influence on ionic conduction is essential for 

accurate electrochemical modeling and system design. 

The effective performance of the membrane is governed 

by a combination of its chemical stability in caustic 

environments and its microstructural properties, including 

porosity, tortuosity, thickness, and surface area. Among 

these, porosity and tortuosity are particularly significant 

because they define the efficiency of ion transport through 

the membrane matrix. Porosity, typically expressed as a 

dimensionless volume fraction, represents the portion of 

the membrane that consists of interconnected voids or 

channels through which the electrolyte can diffuse. A 

higher porosity generally promotes greater ionic mobility 

by providing more conductive pathways, thereby 

decreasing internal resistance. However, excessive 

porosity can weaken the membrane mechanically or 

increase gas crossover, thereby compromising system 

reliability. Tortuosity, on the other hand, quantifies the 

geometric complexity of the ion transport paths. Even with 

high porosity, a highly tortuous structure can hinder 

effective ion conduction by increasing the actual distance 

that ions must travel, thus reducing the membrane’s 

effective conductivity. 

To model the impact of membrane structure on ionic 

transport, the effective conductivity  is commonly 

estimated using empirical or semi-empirical formulations 

that incorporate porosity ε and tortuosity τ. One of the 

most widely applied models is the Bruggeman correlation, 

which approximates effective conductivity as the equation 

(7): 

     (7) 

where  is the intrinsic conductivity of the bulk 

electrolyte (typically concentrated KOH), ε is the porosity, 

and τ is the tortuosity. This relationship reveals that even if 

the electrolyte is highly conductive, the microstructure of 

the membrane can significantly impede ion flow, thereby 

increasing the resistive losses within the cell. Both 

porosity and tortuosity are influenced by the membrane’s 

fabrication method, aging, and the presence of fouling or 

gas bubble accumulation, all of which need to be 

considered in dynamic electrochemical models. 

Temperature and electrolyte concentration further 

influence ionic conductivity, not just at the bulk electrolyte 

level but also within the membrane. As temperature 

increases, the viscosity of the KOH solution decreases and 

the mobility of hydroxide ions increases, which in turn 

enhances conductivity. However, the same temperature 

rise may also accelerate membrane degradation or increase 

gas permeability, which introduces trade-offs in design. 

Furthermore, the concentration of KOH impacts the 

number of available charge carriers, but only up to an 

optimal point beyond which ion pairing and viscosity 

effects begin to hinder transport. The conductivity 

behavior as a function of temperature and concentration 

within porous media follows similar nonlinear trends as 

observed in bulk solution but must be adjusted to reflect 

the microenvironment within the membrane. 

From a structural perspective, the electrical resistance of 

the membrane is also a function of its thickness L and its 

effective surface area A. This relationship is captured by 

Ohm’s law, equation (8), for a resistive medium: 

     (8) 

Here, increasing membrane thickness linearly increases 

resistance, while a larger active surface area contributes to 

lower resistance by distributing current over a broader 

region. In practical design, membrane thickness must be 

optimized to balance electrical performance with 

mechanical robustness. Thinner membranes typically offer 

lower resistance and thus lower voltage losses, but may be 

prone to rupture, delamination, or increased gas crossover 

under high-pressure operation. Surface area, in contrast, 

can be enhanced through the use of structured supports or 

flow field designs that increase membrane exposure 

without compromising integrity. 
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Over time, electrochemical operation can degrade 

membrane performance through physical wear, chemical 

attack, or deposition of impurities. These aging effects 

alter porosity, tortuosity, and mechanical strength, often 

resulting in increased resistance and reduced ionic 

selectivity. Models that predict long-term membrane 

behavior must therefore incorporate degradation kinetics 

and material fatigue, in addition to real-time operating 

parameters like current density, pressure, and electrolyte 

renewal rate. Moreover, the interaction of evolving gas 

bubbles with the membrane surface particularly under high 

current density can introduce non-uniformities in ion 

transport and localized resistance spikes. 

To address the trade-offs inherent in membrane design, 

modern research is increasingly focused on composite and 

nanostructured membranes that combine desirable 

properties such as high ionic conductivity, mechanical 

strength, and chemical resistance. These include hybrid 

membranes incorporating inorganic fillers like zirconia or 

titania nanoparticles, which reduce tortuosity and enhance 

hydroxide ion pathways, as well as multilayer membranes 

that separate structural and transport functions. Such 

innovations aim to decouple conductivity from 

permeability and durability, pushing the boundaries of 

electrolysis efficiency. 

Electrodes constitute the reactive interfaces where the core 

electrochemical transformations of water splitting occur—

namely, the oxygen evolution reaction (OER) at the anode 

and the hydrogen evolution reaction (HER) at the cathode. 

In alkaline water electrolysis, the most commonly used 

electrode materials are based on nickel or nickel alloys due 

to their excellent catalytic activity in alkaline 

environments, mechanical robustness, relatively low cost, 

and compatibility with concentrated potassium hydroxide 

(KOH) electrolytes. The accurate modeling of electrode 

behavior is critical for predicting system efficiency, 

voltage requirements, and dynamic response to load 

variations. Electrode parameters influence not only the 

kinetics of charge transfer reactions but also the 

distribution of electric fields, current densities, and 

temperature gradients within the electrolyzer. 

From an electrical standpoint, the electrodes must exhibit 

high intrinsic conductivity to minimize ohmic losses 

associated with in-plane and through-plane electron 

transport. The electrical conductivity (σ-e) of nickel-based 

materials typically ranges between 1 × 10⁷ to 1.5 × 10⁷ S/m 

at room temperature, depending on alloy composition and 

microstructure. Conversely, the resistivity (ρ_e), which is 

the reciprocal of conductivity, must be sufficiently low to 

ensure that current can be supplied to the electrochemical 

interface without significant voltage drop. The total 

resistive loss across an electrode, therefore, depends not 

only on the material’s bulk resistivity but also on its 

geometric configuration (thickness and surface area), and 

its contact resistance with adjacent components such as the 

current collectors, porous transport layers, and the 

membrane. 

Beyond their role as conductors, electrodes are sites of 

charge transfer where electrons from the external circuit 

interact with hydroxide ions and water molecules to drive 

the HER and OER. These interfacial processes are not 

instantaneous and involve overcoming energy barriers 

commonly referred to as activation overpotentials ( ). 

Activation overpotentials represent the additional voltage 

required to surmount the kinetic limitations of the 

electrode reactions and initiate electron transfer. In 

electrochemical modeling, the Tafel approximation is 

often used to describe the nonlinear relationship between 

the overpotential and the resulting current density. For a 

single-step, rate-determining electrochemical reaction, the 

Tafel equation is given as the equation (9): 

  (9) 

where  is the activation overpotential (V),  is the 

current density (A/m²),  is the Tafel intercept (related to 

exchange current density), and  is the Tafel slope, which 

depends on temperature, number of electrons involved, 

and transfer coefficient. The slope  typically ranges 

between 30–120  for common alkaline 

reactions, and reflects the sensitivity of the reaction rate to 

applied overpotential. 

The exchange current density , embedded in the Tafel 

intercept, is a critical kinetic parameter that quantifies the 

intrinsic catalytic activity of the electrode material. It 

corresponds to the rate of the forward and reverse 

reactions at equilibrium (zero net current) and is strongly 

dependent on electrode surface area, morphology, 

electrolyte concentration, and temperature. For HER on 

nickel in alkaline media,  values typically lie between 

10⁻³ and 10⁻¹ A/m², while for the more sluggish OER, 

values are generally lower, necessitating the use of dopants 

or composite materials like Ni-Fe or Ni-Co alloys to 

improve catalytic activity. 

To improve overall performance, electrode surfaces are 

often engineered to increase the electrochemically active 

surface area (ECSA), which enhances the number of 

reactive sites and reduces the effective current density per 

unit area. This is achieved through techniques such as 

roughening, nanostructuring, or the use of porous and 
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foam-based substrates. The true current density, which 

affects reaction kinetics, must therefore be corrected for 

the real surface area rather than the geometric one, 

equation (10): 

  (10) 

where  is the measured current density based on 

geometric area , and  is the electrochemically 

active surface area. Accurate modeling of activation losses 

requires realistic estimations of ECSA, which can be 

experimentally determined via cyclic voltammetry or 

impedance spectroscopy. 

In addition to activation overpotentials, concentration 

overpotentials may arise due to mass transport limitations 

near the electrode surface, particularly at high current 

densities. Although these are typically less pronounced in 

well-mixed alkaline systems, their inclusion is essential for 

high-fidelity simulations. For porous electrodes, diffusion 

within the electrode matrix must also be considered, often 

modeled using the Nernst-Planck equation coupled with 

Darcy’s law to capture electrochemical and fluid dynamic 

interactions. 

Furthermore, the thermal and chemical stability of 

electrode materials under sustained operation is critical for 

long-term durability. High operating temperatures, 

aggressive chemical environments, and fluctuating loads 

can lead to corrosion, catalyst leaching, or changes in 

surface morphology, all of which degrade electrode 

performance over time. These degradation mechanisms 

can be incorporated into dynamic aging models, where 

parameters such as exchange current density and surface 

roughness evolve as functions of time, temperature, and 

electrochemical cycling. 

In advanced models, the interfacial behavior of electrodes 

can also include double-layer capacitance and charge 

transfer resistance, which are particularly relevant for 

transient and impedance-based analyses. These 

components are typically represented in equivalent circuit 

models using resistor-capacitor (RC) networks and fitted 

to experimental electrochemical impedance spectroscopy 

(EIS) data. 

2.2. Electrical and Electrochemical Model 

Building upon the electrode-level phenomena described 

previously, the total cell voltage in an alkaline electrolyzer 

can be decomposed into a series of fundamental 

contributions that reflect the physical and electrochemical 

realities of water splitting. These include the reversible 

thermodynamic voltage, kinetic losses at the electrode 

interfaces, resistive losses across ionic and electronic 

conductors, and corrections for non-standard operating 

conditions. A comprehensive electrochemical model must 

capture these contributions to reliably simulate electrolyzer 

behavior under various load and environmental conditions. 

At the core of this model lies the reversible cell voltage 

 in equation 11, which represents the minimum 

theoretical voltage required to split water molecules under 

standard conditions (25°C, 1 atm, unit activity). It is 

determined from the Gibbs free energy change of the 

overall electrochemical reaction. The reversible voltage 

serves as the thermodynamic lower limit for water 

electrolysis and is given by: 

    (11) 

where n is the number of electrons transferred per 

molecule of H₂ (typically 2), and F is Faraday’s constant. 

This value typically ranges around 1.23 V under standard 

conditions, but does not account for losses arising from 

electrode kinetics, transport resistances, or system 

configuration. 

Superimposed on this ideal voltage are the ohmic losses 

, at the equation 12, which result from resistances 

encountered by both ionic and electronic charge carriers. 

These include the bulk electrolyte resistance (governed by 

KOH or NAOH concentration and temperature), the ionic 

resistance of the membrane, and resistive contributions 

from electrode contacts and gas bubbles formed at high 

current densities. The effective ohmic drop is calculated 

via: 

 (12) 

where , , and  are the resistances of the 

electrolyte, membrane, and gas bubble-induced blockage, 

respectively. These losses scale linearly with current and 

represent a significant portion of total voltage 

consumption, especially in high-efficiency systems 

operating at elevated currents. 

Another major contributor to the cell voltage is the 

activation overpotential  (equation 13) at both the 

anode and cathode, arising from the finite rate of 

electrochemical reactions at the electrode-electrolyte 

interface. As outlined in Section 2.3, this kinetic barrier is 

typically modeled using the Tafel approximation, which 

links the overpotential to the logarithm of the current 

density: 

  (13) 

These overpotentials differ significantly between the 

oxygen evolution reaction and hydrogen evolution 
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reaction, with oxygen evolution reaction typically being 

more sluggish and requiring higher overpotentials due to 

its complex, multi-electron transfer mechanism. The 

accurate estimation of these losses requires careful 

consideration of material-specific kinetic parameters such 

as the exchange current density and Tafel slope, both of 

which are sensitive to surface structure, temperature, and 

electrolyte composition. 

To account for non-standard operating conditions, the cell 

voltage must also incorporate a Nernstian correction that 

adjusts the theoretical voltage to reflect actual partial 

pressures of hydrogen and oxygen, as well as hydroxide 

ion concentration. The Nernst equation 14 provides this 

adjustment: 

 (14) 

Here, R is the universal gas constant, T is the absolute 

temperature, and a represents the activity (partial pressure) 

of the species involved. This correction is critical when 

simulating industrial conditions where pressures and 

concentrations differ significantly from standard-state 

assumptions. 

Combining these contributions, the total operating cell 

voltage is expressed as the equation 15: 

 (15) 

This expression forms the backbone of any predictive 

electrochemical model and allows for parametric studies 

on system performance as a function of material 

properties, current density, temperature, and electrolyte 

composition. The model can be further refined by 

incorporating temperature dependence of each term, 

dynamic behavior under load cycling, and degradation 

factors for long-term operation. 

In conclusion, the electrical and electrochemical model 

serves as a critical extension of electrode-level analysis, 

integrating thermodynamic, kinetic, and transport 

phenomena to provide a full picture of voltage 

requirements and energy efficiency in alkaline electrolysis. 

Accurate representation of each component is essential for 

guiding the design of high-performance electrolyzers and 

enabling reliable techno-economic assessments. 

2.3. Thermodynamic Model 

The thermodynamic model underpins the fundamental 

energy requirements of water electrolysis by focusing on 

the intrinsic energetics of the water splitting reaction. 

Unlike the electrochemical model, which addresses the 

voltage losses associated with practical system 

components, the thermodynamic model isolates the ideal 

energy input based on changes in enthalpy (ΔH) and 

entropy (ΔS) associated with the reaction. These 

thermodynamic quantities define the energy content and 

disorder change as water molecules are dissociated into 

hydrogen and oxygen gases, and are crucial for 

understanding the theoretical efficiency limits of the 

electrolytic process. 

At the heart of the thermodynamic model lies the 

distinction between the Gibbs free energy change (ΔG) 

and the enthalpy change (ΔH) of the reaction. The Gibbs 

free energy represents the minimum electrical work 

needed to split water under reversible, isothermal, and 

isobaric conditions, while the enthalpy encompasses the 

total energy, both electrical and thermal required to drive 

the reaction. The standard enthalpy change for the overall 

reaction (equation 16) at 25°C is approximately +285.8 

kJ/mol, and the corresponding Gibbs free energy change is 

+237.2 kJ/mol[8]. These values demonstrate that a portion 

of the energy required for water electrolysis can be 

supplied as heat, especially under elevated temperature 

operations. 

H₂O → H₂ + ½O₂  (16) 

This thermodynamic analysis leads to the concept of the 

thermoneutral voltage  in the equation 17, which 

represents the voltage at which the supplied electrical 

energy is exactly balanced by the total enthalpic demand 

of the reaction, without any net heat generation or 

absorption. The thermoneutral voltage is defined by: 

  (17) 

where ΔH is the enthalpy change per mole of reaction, n is 

the number of electrons transferred (  for hydrogen 

generation), and F is Faraday’s constant. At standard 

conditions,  is approximately 1.48 V. This value is 

higher than the reversible voltage (typically ), 

highlighting the gap between the minimum electrical input 

(from ΔG) and the total energy requirement (from ΔH), 

which can be partially compensated by thermal energy 

input in high-temperature systems. 

The difference between the thermoneutral voltage and the 

reversible voltage provides a framework for evaluating the 

efficiency and energy integration potential of electrolyzer 

systems. Operating at voltages close to the thermoneutral 

value enables thermally balanced operation, where no 

excess heat is required or released, while operation below 

this value necessitates external heat input to sustain the 

reaction. Conversely, if the cell is operated above the 

thermoneutral voltage, excess heat is generated, which 

may require active cooling and presents opportunities for 

cogeneration or heat recovery. 
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Furthermore, temperature-dependent variations in ΔG and 

ΔH must be taken into account when modeling 

thermodynamic behavior across a range of operating 

temperatures. These dependencies influence both the 

thermodynamic efficiency and the practical feasibility of 

operating the system under non-standard conditions, such 

as in high-temperature electrolysis. The integration of 

these parameters into a comprehensive thermodynamic 

framework allows for accurate prediction of the energy 

flows in the system and supports the optimization of 

thermal and electrical input in hybrid energy scenarios. 

The thermodynamic model provides essential insight into 

the fundamental energy landscape of water electrolysis by 

establishing the theoretical bounds of energy input based 

on enthalpy and entropy changes. The concept of the 

thermoneutral voltage bridges the gap between ideal 

reversible operation and real energy demands, forming a 

foundational element for the design, optimization, and 

thermal integration of advanced alkaline electrolyzer 

systems. 

The hydrogen production rate is a central performance 

metric in electrolyzer operation, directly linking the 

applied electrical input to the chemical output. In alkaline 

electrolysis, the hydrogen molar flow rate  (equation 

18) is governed by Faraday’s law of electrolysis, which 

quantifies the amount of substance produced or consumed 

at an electrode as a function of the total charge passed 

through the system. This relationship provides a direct 

pathway to estimate the production capacity of the 

electrolyzer under varying operating conditions. 

The molar flow rate of hydrogen is given by the following 

expression: 

   (18) 

where: 

 is the hydrogen molar flow rate (mol/s), 

 is the Faradaic efficiency (dimensionless, 0–1), 

I is the applied current (A), 

n is the number of electrons per mole of hydrogen 

produced (n = 2), 

F is Faraday’s constant (≈96485C/mol). 

Faradaic efficiency, , equation 19 represents the 

fraction of the total electrical charge that effectively 

contributes to the desired hydrogen-producing reaction. In 

practice, side reactions and parasitic processes such as 

oxygen crossover, hydrogen back-diffusion, and gas 

bubble accumulation can reduce , especially at elevated 

temperatures or high current densities. 

To reflect these variations,  is often modeled as a 

temperature-dependent function. Empirical expressions or 

fitting curves derived from experimental data are used to 

correlate current efficiency with temperature (T), and 

sometimes with current density (j) and pressure (P). A 

commonly used form is: 

 (19) 

where: 

 is the reference Faradaic efficiency at temperature 

, 

 is a degradation  indicating how quickly 

efficiency drops with temperature increase, 

T is the actual operating temperature (K), 

 is the reference temperature, typically 298.15 K 

(25°C). 

In high-performance systems where thermal management 

and gas-liquid separation are optimized, Faradaic 

efficiencies can approach 98–100%. However, even slight 

reductions in efficiency can significantly impact long-term 

hydrogen yield and energy conversion metrics, particularly 

in large-scale installations. 

The hydrogen production rate can be converted into 

volumetric flow rate (equation 20) under standard 

conditions using the molar gas constant: 

  (20) 

This allows the model to express outputs in units more 

commonly used in practical and industrial contexts, such 

as normal liters per minute (NL/min) or cubic meters per 

hour (Nm³/h), facilitating integration with downstream 

storage, compression, or fuel cell subsystems. 

The hydrogen production rate model establishes a direct 

quantitative connection between electrical input and 

hydrogen output, modulated by system efficiency and 

operational parameters. Accurately modeling this 

relationship especially with respect to current efficiency 

and temperature sensitivity is essential for optimizing 

electrolyzer design, predicting system throughput, and 

conducting meaningful techno-economic assessments in 

real-world applications. 
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III. SIMULATION AND RESULTS OF THE 

MODEL 

Simulations were conducted to evaluate the influence of 

operational parameters on the electrical response during 

the startup phase of the electrolyzer. Several simulations 

were performed at various input voltages and 

temperatures. The purpose of these simulations was to 

observe the system's behavior under varying conditions. 

The simulation environment used for this analysis was 

MATLAB/SIMULINK®. 
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Fig.1: Voltage-current characteristic of an electrolyzer at 

40°C, 60°C, and 80°C 

 

Figure 1 illustrates how the operating voltage of an 

electrolyzer varies with both current and the temperature 

of the alkaline solution. As the current increases, the 

voltage also rises, reaching a quasi-stable value around 

350 mA. The effect of temperature is clearly discernible, 

demonstrating its significant role in the electrochemical 

behavior of the cell. Specifically, the voltage and 

temperature exhibit an inverse relationship, which is a key 

finding for system optimization. 

At lower temperatures, such as 40°C, the cell voltage 

reaches a maximum of approximately 2.7 V, whereas at 

higher temperatures, such as 80°C, the voltage drops to 

around 2.6 V. This behavior indicates that increasing the 

operating temperature reduces the internal resistance and 

activation overpotentials within the electrolyzer. 

Scientifically, this underscores the importance of thermal 

management in alkaline electrolysis systems to enhance 

performance and energy efficiency. 

3.1. Voltage-Current Relationship 

The reversible decomposition voltage of an 

electrochemical cell, defined as the minimum voltage 

required to initiate water electrolysis under standard 

conditions, is approximately 1.2 V. This value corresponds 

to the Gibbs free energy change of the water-splitting 

reaction. However, because the reaction is endothermic, 

with a reaction enthalpy of 282 kJ/mol, additional energy 

must be supplied to maintain the system's thermal balance. 

This leads to the concept of the thermo-neutral voltage, 

which is about 1.46 V. At this voltage, the electrolyzer 

operates without net heat absorption or release, ensuring 

stable temperature conditions during the electrolysis 

process. 

In practical operation, the voltage applied across the cell 

must exceed the thermo-neutral value due to unavoidable 

losses. The actual cell voltage used in this case is 2.0 V, 

which accounts for several types of overpotentials and 

resistive effects. These contributions are expressed in the 

equation 21: 

 (21) 

where  is the reversible voltage,  represents the 

ohmic losses through the electrolyte, membrane, and 

electrodes,  is the activation overpotential linked to the 

kinetics of the electrochemical reactions, and  

accounts for concentration polarization due to mass 

transport limitations. 

To gain a deeper understanding of these voltage 

contributions, one can refer to the characteristic curves 

available in the "Profiles" section. These curves illustrate 

how each voltage component evolves with increasing 

current density, offering valuable insights into the internal 

processes of the electrolyzer. Such analysis is crucial for 

optimizing the design and performance of alkaline 

electrolyzers, as it highlights the trade-offs between 

efficiency, thermal management, and electrochemical 

kinetics. The evolution of cell voltage components as a 

function of current density is shown in figure 2. 

 

Fig.2: Evolution of cell voltage components as a function 

of current density 

 

3.2. Sensitivity Analysis 

A sensitivity analysis was carried out by varying the 

current density from 400 to 5000 A/m². To implement this 

variation, it was necessary to redefine the electrical current 

input in the "General" settings tab by selecting “Current 

Density” instead of total current. The minimum value of 
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current density was chosen to ensure that the electrolyzer 

operates above the thermoneutral voltage. This approach 

allows for a deeper understanding of how performance 

parameters evolve under different electrochemical loads, 

an important consideration for optimizing system design. 

Figure 3 illustrates the variation of cell voltage and total 

electrical power consumption as a function of current 

density. This figure reveals that increasing current density 

leads to a nonlinear increase in both parameters, 

suggesting a significant rise in ohmic and overpotential 

losses at higher operating conditions. 

 

Fig.3: Cell voltage and total electrical power as a function 

of current density 

 

In parallel, Figure 4 shows the relationship between the 

total electrical power input and the amount of heat 

exchanged. The results highlight the increasing thermal 

load on the system with higher current densities. This 

underscores the importance of effective thermal 

management to maintain safe and efficient operating 

conditions. 

 

Fig.4: Total electrical power and exchanged heat as a 

function of current density 

 

3.3. Hydrogen Production Simulation 

3.3.1. Variation of Hydrogen Flow Rate with Electric 

Current 

The hydrogen production rate was simulated across 

varying current densities, revealing different limiting 

regimes in the electrolysis process. These include: (1) the 

electron transfer-controlled regime, (2) the electrochemical 

reaction-controlled regime, and (3) the mass transfer-

controlled regime. These regimes determine the kinetics 

and efficiency of hydrogen production. Industrial alkaline 

electrolyzers currently exhibit efficiencies up to 67%, and 

this study aims to computationally approach that 

benchmark. 

As illustrated in Figure 5, the volumetric flow rate of 

hydrogen is directly proportional to the applied current. 

Additionally, the hydrogen output is influenced by the 

temperature of the alkaline solution. Higher temperatures 

enhance the reaction kinetics, thereby increasing hydrogen 

production. However, this is limited by the maximum 

operational temperature of 100°C in conventional alkaline 

electrolyzers. 
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Fig.5: Volumetric hydrogen flow rate as a function of 

applied current 

 

3.3.2. Hydrogen and Oxygen Production at the Electrodes 

According to the simulation results summarized in Table 

1, the production rates of hydrogen and oxygen at the 

electrodes show that the oxygen production rate is half that 

of hydrogen, consistent with stoichiometric expectations. 

A minor amount of hydrogen is also observed at the anode 

due to partial polarization of the electrolyte and electrode, 

suggesting some crossover or secondary electrochemical 

processes. 

Table 1: Hydrogen and oxygen production rates at the 

electrodes 

 At the 

anode 

At the 

cathode 
Total 

hydrogen 

production 

amount 

   

oxygen 

production 

amount 
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The molar composition of the final gas products is shown 

in Table 2. The hydrogen produced has a high purity level 

of 96.8%, which meets the requirements for many 

industrial applications, including fuel cell feeds and 

chemical synthesis. 

Table 2: Molar fractions of hydrogen and oxygen in the 

final gas product 

 Flow 

( ) 

Flow 

( ) 

Water 3.2% 3.2% 

Hydrogen 96.8% 1.5% 

Oxygen 0% 95.3% 

Finally, the Faraday efficiency and total molar flow rate of 

hydrogen are plotted in Figure 6. The graph confirms a 

direct proportionality between hydrogen production and 

current density, indicating minimal parasitic reactions and 

confirming the reliability of Faraday’s law in the studied 

range. 

 

Fig.6: Total molar hydrogen production rate and Faraday 

efficiency as a function of current density 

 

IV. CONCLUSION  

In the pursuit of a low-carbon energy future, hydrogen has 

emerged as a central vector for decarbonizing hard-to-

abate sectors and supporting the integration of variable 

renewable energy sources. However, the sustainability of 

hydrogen as an energy carrier fundamentally depends on 

the method of its production. This work contributes to that 

ambition by presenting a detailed and integrated 

mathematical model of alkaline water electrolysis, a 

mature, cost-effective, and scalable technology for green 

hydrogen generation. The proposed model addresses key 

aspects of electrolyzer performance by combining 

electrical, thermal, and electrochemical domains into a 

unified simulation framework. 

The modeling results obtained through 

MATLAB/Simulink provide critical insights into how 

operating parameters influence the performance of the 

electrolyzer, particularly during the startup phase. The 

voltage-current characteristics show that increasing the 

electrolyte temperature leads to a decrease in operating 

voltage, primarily due to reductions in internal resistances 

and activation overpotentials. These findings emphasize 

the importance of thermal management in optimizing 

energy efficiency, as elevated temperatures facilitate faster 

reaction kinetics while simultaneously lowering the energy 

barrier for electrolysis. Therefore, managing heat flow 

within the system is not just a safety requirement, it is a 

design imperative for enhancing productivity and 

minimizing energy consumption. 

A detailed decomposition of the total cell voltage into its 

fundamental components, reversible voltage, activation 

overpotential, ohmic loss, and concentration overpotential, 

offers a more precise understanding of the internal 

electrochemical processes. By explicitly modeling each 

loss mechanism, the study enables an accurate estimation 

of where energy is consumed or dissipated. This 

decomposition is especially useful for engineers and 

researchers aiming to design control strategies or advanced 

materials (e.g., low-resistance membranes, high-surface-

area electrodes) that can mitigate specific inefficiencies 

and improve the overall energy yield of the system. 

Sensitivity analyses conducted on current density 

variations further reveal nonlinear increases in both power 

consumption and heat generation at higher loads. These 

results underscore the necessity of balancing the gains in 

hydrogen production against potential losses in efficiency 

and system durability. As current density rises, the 

associated thermal and resistive burdens intensify, which, 

if unregulated, could compromise long-term stability. This 

trade-off between performance and thermal stress 

highlights the practical relevance of modeling not only for 

design purposes, but also for predictive maintenance, fault 

detection, and real-time process optimization. 

Hydrogen production simulations further validate the 

model’s consistency with Faraday’s law, demonstrating a 

near-linear relationship between applied current and 

volumetric gas output. The purity level of hydrogen 

remains above 96%, confirming the suitability of alkaline 

electrolyzers for industrial applications such as fuel cell 

supply and chemical processing. Additionally, the 

stoichiometric ratio of hydrogen and oxygen production 

reflects sound mass balance, and minor deviations linked 

to parasitic effects such as crossover are quantitatively 

assessed. These results establish the credibility of the 

model for replicating real-world behavior and 

benchmarking system performance. 
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In summary, the developed electrochemical and thermal 

model offers a powerful and flexible tool for advancing 

green hydrogen technologies. By integrating diverse 

physical phenomena into a coherent simulation 

environment, it enables robust design, control, and scale-

up of electrolyzer systems. Beyond scientific validation, 

this model serves a broader strategic goal: facilitating the 

deployment of renewable hydrogen infrastructure at both 

centralized and decentralized scales. As countries strive to 

meet climate targets and restructure their energy systems, 

such tools are indispensable for guiding investment 

decisions, improving system efficiency, and accelerating 

the global transition toward sustainable hydrogen 

production. 
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Abstract— In high-stakes domains such as finance, healthcare, and criminal 

justice, machine learning (ML) systems must balance predictive 

performance with fairness and transparency. This paper presents a 

comparative analysis of two widely used ML models, logistic regression and 

random forest, evaluated through the lens of individual fairness. Using the 

UCI Adult Income and COMPAS datasets, we assess performance in terms 

of accuracy, F1 score, individual consistency, and disparate treatment. Our 

findings indicate that while random forests offer marginally higher accuracy 

(by approximately 1%), logistic regression improves individual consistency 

by up to 4%, suggesting it is preferable in fairness-sensitive applications. 

This study emphasizes model selection’s role in achieving ethically 

responsible AI. 

 

I. INTRODUCTION 

Machine learning (ML) systems are increasingly 

deployed in high-stakes domains such as credit scoring, 

healthcare diagnostics, hiring processes, and criminal 

justice decision making. These applications involve 

profound social and ethical implications, where erroneous 

or biased predictions can adversely impact individuals’ 

lives. As such, there is a growing consensus that the 

evaluation of ML models must go beyond traditional 

performance metrics like accuracy, precision, or recall, to 

include considerations of fairness, interpretability, and 

accountability. A core concern in fair machine learning is 

that models should not exhibit discriminatory behavior, 

explicit or implicit, toward individuals based on sensitive 

attributes such as race, gender, age, or socio-economic 

status. While many efforts have focused on group fairness 

ensuring equitable treatment across predefined 

demographic groups such approaches often overlook the 

subtleties involved in treating similar individuals similarly, 

regardless of group membership. This more personalized 

notion of equity is known as individual fairness, a concept 

formalized by Dwork et al. [4], which posits that “similar 

individuals should be treated similarly.” Individual 

fairness is particularly important in domains where 

decisions are directly tied to personal histories and 

attributes. For instance, in the context of criminal justice 

(e.g., bail, parole, or sentencing), two individuals with 

similar criminal records and personal characteristics 

should ideally receive comparable risk assessments. A lack 

of consistency in such evaluations undermines public trust, 

may violate legal standards, and raises questions about 

algorithmic accountability. Despite its importance, 

individual fairness is relatively under explored compared 

to group fairness, partly due to its computational 

complexity and the challenge of defining what it means for 

individuals to be “similar.” In this paper, we aim to 

address this gap by evaluating the individual fairness 

properties of two commonly used classification 

algorithms: Logistic Regression (LR) and Random Forest 

(RF). These models represent two ends of the spectrum in 
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terms of interpretability and model complexity, being a 

simple, linear, and transparent model, while RF is a more 

complex, non-linear ensemble method known for its strong 

predictive performance. 

Using two well-established benchmark datasets, the 

UCI Adult Income dataset and the COMPAS dataset, we 

empirically compare these models in terms of: 

• Predictive accuracy 

• F1 Score (to account for class imbalance) 

• Individual Consistency Score (ICS): a measure of 

how consistently a model treats similar instances 

• Disparate Treatment Rate (DTR): capturing 

fairness violations based on sensitive attributes 

Our results show that while Random Forest achieves 

slightly higher accuracy, Logistic Regression yields better 

consistency and interpretability, making it more 

appropriate for fairness critical applications where 

accountability and public scrutinyare paramount. 

Contributions of this Paper: 

• Provide a rigorous comparative analysis of 

Logistic Regression and Random Forest with 

respect to individual fairness. 

• Introduce a structured methodology for evaluating 

consistency and disparate treatment using nearest-

neighbor similarity and formal fairness metrics. 

• Demonstrate empirical findings on two real-world 

datasets and visualize the trade-offs between 

accuracy and fairness through confusion matrices, 

bar plots, and workflow diagrams. 

• Provide actionable insights on model selection for 

practitioners designing ML systems in ethically 

sensitive domains. 

By highlighting the inherent trade-offs between 

predictive performance and fairness, this paper contributes 

to the ongoing dialogue on responsible AI design and 

deployment. We advocate that fairness-aware model 

selection should be a foundational step in the development 

of any AI system that affects human lives. 

 

II. BACKGROUND AND RELATED WORK 

Fairness in machine learning (ML) has emerged as a 

vital concern due to the increasing deployment of 

algorithms in socially sensitive areas such as hiring, 

healthcare, finance, and criminal justice [1]. Fairness 

approaches are broadly  categorized into group-level and 

individual-level fairness. 

Group fairness metrics evaluate statistical parity across 

predefined demographic groups (e.g., gender, race). 

Popular measures include demographic parity, equalized 

odds, and disparate impact [2], [3]. These metrics are 

widely adopted due to their simplicity and alignment with 

anti-discrimination laws. 

Individual fairness, introduced by Dwork et al. [4], 

asserts that similar individuals should receive similar 

outcomes. This notion requires the definition of a 

similarity metric and is especially important when 

decisions impact individuals on a case-by-case basis. 

Subsequent research has expanded this idea to learning fair 

representations [5], and enforcing instance level 

constraints during model training [6], [7]. 

Numerous studies have explored the tension between 

fairness and predictive performance. Kamiran and Calders 

[8] proposed data preprocessing to reduce discrimination 

but acknowledged potential performance loss. Berk et al. 

[9] analyzed fairness constraints in criminal justice and 

found they often reduce accuracy in favor of equity. 

Rudin [10] advocates using interpretable models such 

as logistic regression in high-stakes settings, citing their 

transparency and auditability. In contrast, black-box 

models like random forests, though often more accurate, 

may sacrifice fairness and accountability. 

Agarwal et al. [11] introduced a general reductions 

approach to fair classification across models. Zafar et al. 

[12] studied fairness constraints within classifiers. 

However, few works directly compare off-the-shelf 

models (like logistic regression and random forests) from 

the lens of individual fairness in real-world datasets, which 

this paper addresses.  

Logistic regression is a generalized linear model that 

estimates the probability of class membership using a 

logistic function. Its linearity and parameter transparency 

make it a popular choice in regulated domains. Random 

forest, introduced by Breiman [15], is an ensemble method 

that aggregates the predictions of multiple decision trees. 

While often more accurate, random forests can be harder 

to interpret and analyze in fairness contexts due to their 

complex structure. 

This paper empirically compare logistic regression and 

random forest classifiers using accuracy, individual 

consistency score (ICS), and disparate treatment rate 

(DTR). Our goal is to provide actionable insights for 

selecting fair and transparent models in real-world 

applications [13], [14]. 
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III. METHODOLOGY 

We evaluate model performance using two publicly 

available datasets: 

• UCI Adult Income Dataset: Contains census data 

to predict whether an individual’s income exceeds 

$50,000 annually. It includes sensitive attributes 

such as race and gender. 

• COMPAS Dataset: Includes criminal history and 

demographic data to predict recidivism risk. It is 

known for biases against minority groups. 

A. Preprocessing 

Both datasets undergo preprocessing steps including 

handling missing values, one-hot encoding of categorical 

variables, normalization of numerical features, and 

exclusion of protected attributes during model training. 

B. Models and Training 

We use logistic regression and random forest classifiers 

implemented with scikit-learn. Hyper parameters for 

random forest (number of trees, max depth) are tuned 

using 5-fold cross-validation. Logistic regression uses L2 

regularization with default settings. 

C. Evaluation Metrics 

Performance is evaluated using the following metrics: 

• Accuracy (ACC): Proportion of correct 

predictions. 

• F1 Score (F1): Harmonic mean of precision and 

recall, accounting for class imbalance. 

• Individual Consistency Score (ICS): Measures 

how often the model assigns the same label to 

similar instances, based on the top 5% most 

similar pairs (Euclidean distance in normalized 

space). 

• Disparate Treatment Rate (DTR): Measures the 

percentage of similar pairs with differing 

predicted outcomes, serving as an inverse of ICS. 

 

IV. FIGURES AND TABLES 

The models are trained and tested using an 80−20 train-

test split. Results across both datasets are summarized 

below. 

Table.1: Performance Metrics Comparison 

 

 

Fig. 1: ICS and DTR comparison across models and 

datasets. Higher ICS and lower DTR indicate better 

individual fairness. 

 

 

 

 

 

 

 

 

 

(a) Logistic Regression - Adult Dataset 

 

 

 

 

 

 

 

 

 

(b) Random Forest - Adult Dataset 

Fig. 2: Confusion Matrices for Adult Dataset. Helps 

visualize false positives and false negatives. 

 

The results of our experiments reveal nuanced trade-

offs between predictive performance and individual 

fairness, offering critical guidance for deploying machine 

learning models in fairness-sensitive domains. 

 

 

 

 

http://www.ijaers.com/


Saha                                                                     International Journal of Advanced Engineering Research and Science, 12(5)-2025 

www.ijaers.com                                                                                                                                                                              Page | 36  

 

 

 

 

 

 

 

 

 

(a) Logistic Regression - COMPAS Dataset 

 

 

 

 

 

 

 

 

 

(b) Random Forest - COMPAS Dataset 

Fig. 3: Confusion Matrices for COMPAS Dataset. Helps 

visualize false positives and false negatives. 

 

A. Accuracy vs. Fairness Trade-off 

Random Forest (RF) consistently demonstrated 

superior accuracy across both datasets: 85.2% compared to 

84.1% on the Adult Income dataset, and 83.8% versus 

82.7% on the COMPAS dataset when compared to 

Logistic Regression (LR). This outcome is anticipated, as 

RF is an ensemble model that operates non-linearly and is 

adept at identifying intricate patterns within the 

data.However, this increase in performance comes with a 

tradeoff in fairness. Logistic Regression demonstrated 

higher Individual Consistency Scores (ICS) in both 

datasets - 0.62 compared to 0.61 on Adult and 0.63 

compared to 0.59 on COMPAS - suggesting that LR more 

reliably treats comparable individuals in a similar manner. 

This benefit stems from LR’s linear and deterministic 

characteristics, leading to more gradual decision 

boundaries and fewer inconsistencies for similar inputs. 

Conversely, the reliance of Random Forest (RF) on 

numerous decision trees introduces local variability that 

can compromise individual fairness. This suggests a key 

trade-off: models with higher predictive performance may 

sacrifice fairness at the individual level. 

B. Fairness in Terms of Disparate Treatment 

In terms of Disparate Treatment Rate (DTR), Random 

Forest (RF) slightly surpassed Logistic Regression (LR), 

showing DTR values of 12.5% compared to 13.2% on the 

Adult dataset, and 13.8% against 14.1% on COMPAS. 

Although this suggests that RF might exhibit slightly less 

bias regarding the direct utilization of sensitive attributes, 

the difference is minimal and does not compensate for the 

consistency gap. Furthermore, the findings emphasize that 

low group-level bias (as indicated by DTR) does not 

ensure fairness at the individual level. A model may 

achieve statistical parity across groups while still falling 

short of providing consistent outcomes for similar 

individuals. Therefore, fairness metrics should be assessed 

from various angles. 

C. Confusion Matrix and F1 Score Interpretation 

The confusion matrices (Figures 3a and 3b) provide 

additional insight into each model’s behavior on the 

COMPAS dataset. RF showed a higher number of true 

positives and true negatives, but also a slightly higher 

number of false negatives, which are critical in high-stakes 

applications such as parole decisions. 

F1 scores further confirm this balance. LR achieved an 

F1 score of approximately 0.70, while RF reached 0.71. 

Although RF had a marginally better F1 score, its lower 

consistency and interpretability raise concerns for 

deployment in sensitive domains.  

D. Interpretability and Deployment Considerations 

Logistic Regression offers superior interpretability, 

with coefficients that directly indicate feature influence. 

This transparency is crucial in legal, healthcare, and 

governmental applications, where decisions must be 

justifiable and auditable. 

Random Forest, while effective in predictive performance, 

acts as a black-box model. Techniques such as feature 

importance and SHAP values can be used for 

interpretation, but these are post-hoc and do not inherently 

offer the transparency required by stakeholders or 

regulators. 

E. Broader Implications 

Our findings underscore that no model is universally 

optimal. LR is preferable in fairness-critical applications 

due to its consistency and clarity. RF may be suitable in 

contexts where minor fairness compromises are acceptable 

for better predictive performance. 

Key takeaways: 

• Fairness must be assessed both at the group and 

individual levels. 
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• Model choice is both a technical and ethical 

decision. 

• Interpretability enhances fairness by enabling 

scrutiny and trust. 

Ultimately, model selection should be guided by the 

domain-specific requirements of fairness, explainability, 

and predictive accuracy. These results advocate for a 

principled approach to designing responsible AI systems. 

 

V. CONCLUSION 

This study demonstrates that logistic regression, 

despite being a simpler model, performs favorably in 

fairness-critical applications by offering higher individual 

consistency and interpretability. In contrast, random 

forests, although more accurate, may compromise fairness 

due to their complexity and variance. Future research will 

explore integrating fairness-enhancing strategies such as 

adversarial training, reweighing, and fairness constraints 

during optimization. Additionally, expanding this analysis 

to deep learning models and real-time decision systems 

could offer further insights into scalable fair AI 

deployment. 
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Abstract— In this research, the governing equation for wave diffraction at 

a breakwater gap is formulated. The equation is derived by substituting the 

three-dimensional velocity potential—obtained as the solution to the 

Laplace equation—into the Laplace equation, under the condition that there 

is a variation or differential in the wave constants. The resulting equation is 

a second-order partial differential equation with respect to one of the wave 

constants. The governing equation is then solved numerically using the 

Finite Difference Method, employing the Successive Over Relaxation (SOR) 

technique for the iterative calculation. 

 

I. INTRODUCTION 

Considering the needs of proper ports and the limited 

availability of naturally sheltered waters, there is an 

increasing trend toward the construction of enclosed ports, 

which are protected by breakwaters. The primary function 

of the breakwater in this context is to attenuate waves from 

the open sea, thereby creating a calm, sheltered area on the 

leeward side. This reduction in wave activity is essential to 

facilitate safe and efficient loading and unloading 

operations for vessels. An illustration of an enclosed port 

protected by breakwaters is presented in Figure (1). 

Waves from the open sea can enter the sheltered area 

through the breakwater opening or entrance. The wave 

conditions within the lee side are primarily influenced by 

the width of this entrance. However, the entrance width is 

mainly determined by navigational safety and the 

operational needs of ship traffic, meaning that reducing the 

wave height on the lee side cannot simply be achieved by 

narrowing the entrance. The berthing zone is a critical area 

that must be ensured safe and calm. In cases where 

navigational requirements necessitate a wide entrance, 

leading to significant wave penetration into the berthing 

area, the distance between the entrance and the berthing 

zone is typically extended to create a calmer environment 

for vessel operations. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1: Enclosed Port 

 

To analyze the wave conditions within the lee side, wave 

diffraction models are commonly applied to simulate wave 

behavior at the breakwater opening. These models have 

been extensively developed, generally utilizing time series 

models. 
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In the present research, a wave diffraction model is 

developed based on the velocity potential equation, which 

is a solution to the Laplace equation. The adoption of a 

velocity potential-based approach aims to develop a model 

that is both simpler and more practical to apply in 

engineering analyses. 

 

II. THE GOVERNING EQUATION 

The velocity potential for a wave propagating along the 

horizontal axis 𝜉, is given as the solution to the Laplace 

equation, as presented by Dean (1991): 

𝜙(𝜉, 𝑧, 𝑡) = 𝐺(cos 𝑘𝜉 + sin 𝑘𝜉 ) 

                                      cosh 𝑘(ℎ + 𝑧) sin 𝜎𝑡       . . . (1)   

 

Where 𝑘 =
2𝜋

𝐿
 is the wave number, 𝐿 is the wavelength , 

𝜎 =
2𝜋

𝑇
, 𝑇 is the wave period  and 𝐺 is the wave constant. 

 

The horizontal axis 𝜉 is inclined at an angle 𝛼 relative to the 

𝑥 on (𝑥, 𝑦), Fig (2). The velocity potential of the wave in 

the (𝑥, 𝑦, 𝑧) as proposed by Dean (1991) is, 

 

𝜙(𝑥, 𝑦, 𝑧, 𝑡) = 𝐺(cos 𝑘(𝑥 cos 𝛼) + sin 𝑘(𝑦 sin 𝛼) ) 

                                            cosh 𝑘(ℎ + 𝑧) sin 𝜎𝑡 … (2)   

 

 

 

 

 

 

 

 

Fig.2: Axis system. 

 

Laplace’s equation for the three-dimensional Cartesian 

coordinate system (𝑥, 𝑦, 𝑧) is, 

Ƌ2𝜙

Ƌ𝑥2
+

Ƌ2𝜙

Ƌ𝑦2
+

Ƌ2𝜙

Ƌ𝑧2
= 0                                        … (3) 

The substitution of (2) to (3) by introducing the differentials  

𝐺 and 𝑘, a set of differential equations for 𝐺 and 𝑘 is 

formed. This derivation is further simplified by considering 

the characteristic point where   

cos 𝑘(𝑥 cos 𝛼) + sin 𝑘(𝑦 sin 𝛼) 

                        = sin 𝑘(𝑥 cos 𝛼) + cos 𝑘(𝑦 sin 𝛼) 

The conservation equation for 𝐺 is, 

Ƌ2𝐺

Ƌ𝑥2
+

Ƌ2𝐺

Ƌ𝑦2
= 0                                                     . . . (4) 

This equation is used as the governing equation for 

modeling diffraction at a breakwater gap. In this research, 

diffraction is defined as the spreading or transfer of wave 

energy in the lateral direction. Accordingly, in Equation (4), 

the wave direction is along the x-axis, while energy transfer 

occurs along the y-axis. 

Equation (4) serves as the governing equation for modeling 

wave diffraction through the breakwater gap. Notably, this 

equation does not incorporate the water depth variable, 

limiting its applicability to scenarios with uniform water 

depth. Nevertheless, even under constant depth conditions, 

variations in 𝐺  may still occur due to diffraction processes, 

which redistribute wave energy and subsequently alter the 

wave amplitude. Although Equation (4) was formulated 

under the assumption that 𝑘 may vary spatially, no 

differentials of 𝑘 appear in the equation itself. Therefore, in 

practical applications, 𝑘 is treated as a constant, typically 

corresponding to its value at the entrance of the breakwater. 

Hutahaean (2023) proposed a wave amplitude function 

describing the relationship between the wave amplitude 𝐴 

and 𝐺, 𝑘 and 𝜎. This formulation was later refined by 

Hutahaean (2025), who introduced an updated weighting 

coefficient within the truncated Taylor series expansion, 

yielding: 

𝐴 =
2𝐺𝑘

𝛾𝑡,2𝜎
cosh  𝜃𝜋 (tanh 𝜃𝜋 −

𝛾𝑥,2𝑘𝐴

2
)          … (5) 

Hutahaean (2025), also obtained another form of wave 

amplitude function as follows 

𝐴 =
√2 𝐺𝑘

𝛾𝑡,2𝜎
sinh  𝜃𝜋                                             … (6) 

In Equations (5) and (6), 𝛾𝑡,2 and 𝛾𝑥,2 represent weighting 

coefficient. In the present research, these coefficients are 

taken as 𝛾𝑡,2 = 1.999773, 𝛾𝑥,2 = 0.999733. The detailed 

formulation of these weighting coefficients can be found in 

Hutahaean (2025). The parameter 𝜃 in both equations 

denotes the deep water coefficient, for which tanh 𝜃𝜋 ≈

1.0 in this research is 𝜃 = 3. With identical inputs, both 

Equations (5) and (6) yield the same wave amplitude. 

Once the value of 𝐺 on the lee side from (4) is obtained, the 

wave amplitude 𝐴 and wave height 𝐻, could be measured 

based on the wave number  𝑘 at the entrance. 

 

Solving Equation (4) requires the specification of the 𝐺 

value at the entrance. When the entrance is situated in deep 

water, the wave constants can be calculated using the 

following equations: 

𝑘0 =
tanh 𝜃𝜋

𝛾𝑥,2𝐴0

(2 − √2)                                   … (7) 

𝜎2 =
𝑔𝑘0 tanh  𝜃𝜋  

√2𝛾𝑡,2𝛾𝑡,3

                                         … . (8) 

𝛾𝑡,3 = 3.049333 is the weighting coefficient,   𝐴0 is the 

known wave amplitude at deep water depth. The derivation 

𝑦 

𝑥 

𝑧 

𝜉 

𝛼 
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of these equations is presented in Hutahaean (2025). The 

condition for deep water depth is given by, 

ℎ0 ≥
𝜃𝜋

𝑘0

−
𝐴0

2
                                                       … (9)  

Both Equations (5) and (6) can be rearranged to express 𝐺 

as a function of the wave amplitude 𝐴 as follows: 

𝐺0 =
𝛾𝑡,2𝜎𝐴0

2 𝑘0 cosh  𝜃𝜋 (tanh 𝜃𝜋 −
𝛾𝑥,2𝑘0𝐴0

2
)

  … (10) 

𝐺0 =
𝛾𝑡,2𝜎𝐴0

√2 𝑘0 sinh  𝜃𝜋
                                         … . (11) 

Using these equations, the value of 𝐺0 at the entrance can 

be calculated. Table (1) presents the computed values of 𝑘0, 

𝜎, 𝐺0 and ℎ0  for several wave amplitudes 𝐴0, where the 

wave height 𝐻0 = 2 𝐴0. In scenarios where the entrance is 

located at a water depth h ℎ <  ℎ0, a wave transformation 

analysis is required to adjust for the depth transition from 

ℎ0to ℎ. 

 

Table 1: Wave constant at deep water. 

𝐻0 

(m) 

𝑘0 

(m-1) 

𝜎 

(sec-1) 

ℎ0 

(m) 

𝐺0 

(m.m/sec) 

1 1.173 1.146 7.786 0.00011 

1.2 0.977 1.046 9.343 0.00015 

1.4 0.838 0.969 10.9 0.00018 

1.6 0.733 0.906 12.458 0.00023 

1.8 0.652 0.854 14.015 0.00027 

2 0.586 0.81 15.572 0.00032 

2.2 0.533 0.773 17.129 0.00036 

2.4 0.489 0.74 18.686 0.00041 

2.6 0.451 0.711 20.244 0.00047 

2.8 0.419 0.685 21.801 0.00052 

 

III. NUMERICAL SOLUTION 

Equation (4) is classified as an elliptic partial differential 

equation, which represents a boundary value problem 

requiring appropriate boundary conditions for its solution. 

The boundary conditions applied in this research are as 

follows:,  

 

a. A Dirichlet boundary condition is applied at the 

breakwater entrance, where the value of 𝐺 = 𝑐,  

where 𝑐 is a known constant. 

b. A Neuman boundary condition, representing a 

solid boundary, is applied along the breakwater 

walls on the lee side, expressed as: 
Ƌ𝐺

Ƌ𝑛
= 0, where 

𝑛 is the axis normal to the breakwater wall. Along 

the wall parallel to the axis 𝑦, 
Ƌ𝐺

Ƌ𝑛
=

Ƌ𝐺

Ƌ𝑥
= 0 while 

long the wall parallel to the axis-𝑥, 
Ƌ𝐺

Ƌ𝑛
=

Ƌ𝐺

Ƌ𝑦
= 0. 

The locations where these boundary conditions are applied 

are illustrated in Fig. (3). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3: Breakwater sketch and the boundary conditions. 

 

3.1. Finite Difference Method. 

Equation (4) is solved using the Finite Difference Method 

(FDM), in which the computational domain is discretized 

into a finite number of grid points (Fig. (4)). The governing 

equation is applied and solved at each grid point within the 

domain, except at the entrance point. 

 

 

 

 

 

 

 

 

 

 

 

Fig.4: The division of the computational domain into a 

grid of discrete points. 

 

The finite difference equations are formulated and applied 

at each grid point within the domain, based on the approach 

described by Arden, Bruce W., and Astill, Kenneth N. 

(1970): 

a. At interior points within the domain, the central 

difference scheme is employed 
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Ƌ2𝐺

Ƌ𝑥2
=

𝐺𝑖+1,𝑗 − 2𝐺𝑖,𝑗 + 𝐺𝑖−1,𝑗

𝛿𝑥2
 

Ƌ2𝐺

Ƌ𝑦2
=

𝐺𝑖,𝑗+1 − 2𝐺𝑖,𝑗 + 𝐺𝑖,𝑗+1

𝛿𝑦2
 

Substituting these expressions into Equation (4)  

𝐺𝑖+1,𝑗 − 2𝐺𝑖,𝑗 + 𝐺𝑖−1,𝑗

𝛿𝑥2
+

𝐺𝑖,𝑗+1 − 2𝐺𝑖,𝑗 + 𝐺𝑖,𝑗+1

𝛿𝑦2
= 0 

This can be rearranged into the standard finite difference 

equation: 

2 (1 +
𝛿𝑥2

𝛿𝑦2
) 𝐺𝑖,𝑗 = 𝐺𝑖+1,𝑗 + 𝐺𝑖−1,𝑗 

                                   +
𝛿𝑥2

𝛿𝑦2
(𝐺𝑖,𝑗+1 + 𝐺𝑖,𝑗−1) … (9) 

b. At the solid boundary point  

b.1. At the left breakwater (Neuman boundary), a forward 

difference scheme is used: 

Ƌ𝐺

Ƌ𝑥
=

𝐺𝑖+1,𝑗 − 𝐺𝑖,𝑗

𝛿𝑥
= 0 

Thus, 

𝐺𝑖,𝑗 = 𝐺𝑖+1,𝑗                                                      … . . (10) 

b.2 At the right breakwater, a backward difference scheme 

is applied: 

Ƌ𝐺

Ƌ𝑥
=

𝐺𝑖,𝑗 − 𝐺𝑖−1,𝑗

𝛿𝑥
= 0 

𝐺𝑖,𝑗 = 𝐺𝑖−1,𝑗                                                      … . . (11) 

b.3. At the lower breakwater, a backward difference scheme 

is applied: 

Ƌ𝐺

Ƌ𝑦
=

𝐺𝑖,𝑗+1 − 𝐺𝑖,𝑗

𝛿𝑦
= 0 

𝐺𝑖,𝑗 = 𝐺𝑖,𝑗+1                                                       … . . (12) 

b.4. At the upper breakwater, a backward difference scheme 

is applied: 

Ƌ𝐺

Ƌ𝑦
=

𝐺𝑖,𝑗 − 𝐺𝑖,𝑗−1

𝛿𝑥
= 0 

𝐺𝑖,𝑗 = 𝐺𝑖,𝑗−𝑗                                                      … . . (13) 

The grid points involved (𝑖, 𝑗), (𝑖 + 1, 𝑗), (𝑖 − 1, 𝑗), 

(𝑖, 𝑗 + 1) and (𝑖, 𝑗 − 1) are presented in Fig (5). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5: Points on FDM. 

 

3.2. Calculation Method 

The numerical solution of Equation (4) is performed 

iteratively using the Successive Over Relaxation (SOR) 

method, as described by Chow, C.Y. (1979). The steps of 

the calculation procedure are as follows: 

1. The initial iteration value is defined at all points 

except the entrance point, where 𝐺𝑖,𝑗 = 0. 

2. At the interior point 𝐺𝑖,𝑗 is calculated using 

equation (9). 

3. At the boundary point, 𝐺𝑖,𝑗 is calculated using 

equation (10), (11), (12) and (13). 

4. The convergence of all points is checked by 

verifying that |𝐺𝑖,𝑗
𝑛𝑒𝑤 − 𝐺𝑖,𝑗

𝑜𝑙𝑑| ≤ 𝜇, where 𝜇 is a small 

positive tolerance, for example 𝜇 = 0.01. 

5. If any point has not converged, the process returns 

to Step 2, and the new values of 𝐺𝑖,𝑗 are recalculated.  

Convergence is achieved after a large number of iterations. 

In this research, with 29,584 points, convergence is attained 

after 3,000 iterations. Generally, the greater the number of 

points, the greater the number of iterations required. 

The purpose of using this iterative method is to avoid the 

formation of simultaneous equations or matrices of very 

large size. This consideration is important since a small grid 

size is necessary, resulting in a very large number of points, 

often reaching tens of thousands. For example, for a domain 

size of 150 m × 150 m, with a grid size of 0.876 m, there are 

29,584 points. Without the iterative method, this would 

require solving a matrix of size 29,584 × 29,584.  

3.3. Grid size 

The finite difference equations are formulated based on 

truncating the Taylor series to order 1 or order 2, with the 

rationale that at sufficiently small grid sizes, the higher-

order terms become negligible and can be ignored. Thus, the 

grid size in the finite difference method (FDM) is chosen 

such that the higher-order terms in the Taylor series can be 

safely omitted. 

(𝑖−, 𝑗) (𝑖, 𝑗) (𝑖 − 1, 𝑗) 

(𝑖, 𝑗 + 1) 

(𝑖, 𝑗 − 1) 

δx δx 

δy 

δy 
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Taylor series for a function 𝑥, 

𝑓(𝑥 + 𝛿𝑥) = 𝑓(𝑥) + 𝛿𝑥 
𝑑𝑓

𝑑𝑥
+

𝛿𝑥2

2

𝑑2𝑓

𝑑𝑥2
+ 

                        
𝛿𝑥3

3!

𝑑3𝑓

𝑑𝑥3
+ ⋯ 

For the Taylor series to be truncated at first order only, the 

following condition must hold, 

|

𝛿𝑥2

2
𝑑2𝑓
𝑑𝑥2 +

𝛿𝑥3

3!
𝑑3𝑓
𝑑𝑥3 + ⋯

𝛿𝑥 
𝑑𝑓
𝑑𝑥

| ≤ 𝜀𝑥                     … (14) 

 

As a first approximation, it is assumed that 𝛿𝑥 is very small 

|
𝛿𝑥3

3!

𝑑3𝑓

𝑑𝑥3 +
𝛿𝑥4

4!

𝑑4𝑓

𝑑𝑥4 + ⋯ | ≪ |
𝛿𝑥2

2

𝑑2𝑓

𝑑𝑥2|. Therefore, equation 

(14) can be simplified as 

|

𝛿𝑥2

2
𝑑2𝑓
𝑑𝑥2

𝛿𝑥 
𝑑𝑓
𝑑𝑥

| ≤ 𝜀𝑥 

Or, 

|

𝛿𝑥
2

𝑑2𝑓
𝑑𝑥2

 
𝑑𝑓
𝑑𝑥

| ≤ 𝜀𝑥 

 

Equation (4) is derived from the Laplace equation, whose 

solution is a sinusoidal function. Therefore, the function 

𝑓(𝑥) is taken as a sinusoidal function. 

𝑓(𝑥) = cos 𝑘𝑥 

𝑑𝑓

𝑑𝑥
= −𝑘 sin 𝑘𝑥 

 

𝑑2𝑓

𝑑𝑥2
= −𝑘2 cos 𝑘𝑥 

 

|

𝛿𝑥
2

𝑘 cos 𝑘𝑥

sin 𝑘𝑥
| ≤ 𝜀 

At the characteristic point where cos 𝑘𝑥 = sin 𝑘𝑥, 

𝛿𝑥

2
𝑘 ≤ 𝜀𝑥 

considering 𝑘 =
2𝜋

𝐿
 and taking the equality sign yields, 

𝛿𝑥 =
𝜀𝑥

𝜋
𝐿                                                             … (15) 

Equation (15) gives a very small grid size. To allow for a 

larger grid size, the Taylor series expansion is extended up 

to the fourth order, under the assumption that,  

 

|
𝛿𝑥5

5!

𝑑5𝑓

𝑑𝑥5
+

𝛿𝑥6

6!

𝑑6𝑓

𝑑𝑥6
+ ⋯ | ≪ 

                                 |
𝛿𝑥2

2

𝑑2𝑓

𝑑𝑥2
+

𝛿𝑥3

3!

𝑑3𝑓

𝑑𝑥3
+

𝛿𝑥4

4!

𝑑4𝑓

𝑑𝑥4
| 

 

Equation (14) becomes, 

 

|

𝛿𝑥2

2
𝑑2𝑓
𝑑𝑥2 +

𝛿𝑥3

3!
𝑑3𝑓
𝑑𝑥3 +

𝛿𝑥4

4!
𝑑4𝑓
𝑑𝑥4

𝛿𝑥 
𝑑𝑓
𝑑𝑥

| ≤ 𝜀𝑥           … (16) 

 

Following similar steps, the equation for 𝛿𝑥 is obtained as a 

cubic polynomial, 

𝛿𝑥

2

2𝜋

𝐿
−

𝛿𝑥2

3!
(

2𝜋

𝐿
)

2

−
𝛿𝑥3

4!
(

2𝜋

𝐿
)

3

− 𝜀𝑥 = 0   . (17) 

 

Table (1) presents the results of the grid size calculations for 

waves with a wavelength of 16,072 m. It is evident that the 

grid size obtained from equation (17) is larger than that from 

equation (15). This indicates that using a longer Taylor 

series allows for a larger grid size. Since equation (17) is 

formulated using a fourth-order Taylor series, it provides 

better accuracy than equation (15). 

Table.2: Grid size calculation results 

𝜀𝑥 

 

𝛿𝑥15 

(m) 

𝛿𝑥17 

(m) 

𝛿𝑥17 − 𝛿𝑥15

𝛿𝑥13

𝑥100% 

0.05 0.256 0.265 3.676 

0.06 0.307 0.321 4.505 

0.07 0.358 0.377 5.373 

0.08 0.409 0.435 6.28 

0.09 0.46 0.494 7.232 

0.1 0.512 0.554 8.232 

0.11 0.563 0.615 9.285 

0.12 0.614 0.678 10.395 

0.13 0.665 0.742 11.571 

0.14 0.716 0.808 12.817 

0.15 0.767 0.876 14.144 

Note : 𝛿𝑥15: calculated using equation (15) 

𝛿𝑥17: calculated using equation (17) 

 

3.4.  Model Results  

For example, consider waves with a wave amplitude 𝐴0 =

1.5 𝑚 or 𝐻0 = 3.0 𝑚, a deep water wave constant 𝑘0 =

0.391 m-1, 𝐿0 = 16.072 m, 𝑇 = 9.496 sec., 𝜎 = 0.662 sec-

1, 𝐺0= 0.000579 m.m/sec. For this wave, the deep water 

depth is ℎ0= 23.358 m. Diffraction analysis is performed at 

the breakwater entrance with an entrance width of 40.0 m, 

approximately 40.0 m≈2.5 L, and a lee side domain of 150 

m × 150 m. The water depth is 25 m, which exceeds ℎ0, 

classifying the entrance and lee side as deep water; 
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therefore, no wave transformation analysis from deep water 

to the entrance is necessary. 

Calculations are conducted using a grid size of 𝛿𝑥 = 𝛿𝑦 =

0.876 m, obtained based on an accuracy level 𝜀𝑥 = 0.15. 

The results of the diffraction analysis are presented in Fig. 

(6). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6: Wave height 𝐻 contour 

 

In the model results shown in Fig. (6), a very rapid decrease 

in wave height along the x-axis is observed, starting from 

an initial wave height 𝐻 = 3.0 m at the entrance, the wave 

height reduces to 1.0 m at a distance of 30 m. This indicates 

that the energy transfer in the lateral direction—that is, 

perpendicular to the wave propagation direction—is 

excessively large. This behavior contrasts significantly with 

findings from Penney & Price (1952), Wiegel (1962), and 

the U.S. Army Coastal Engineering Research Center 

(1977), where wave height evolution in the wave direction 

is more gradual. 

To align the diffraction results with previous research, 

equation (4) is modified as follows:       

Ƌ2𝐺

Ƌ𝑥2
+ 𝛾

Ƌ2𝐺

Ƌ𝑦2
0                                                    … (18) 

Where 𝛾 is a coefficient smaller than 1.0. This coefficient, 

termed the lateral energy transfer coefficient, quantifies 

energy transfer in the direction perpendicular to the wave 

propagation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.7: Wave height 𝐻 contour  using 𝛾 = 0.25 

 

Therefore, equation  (9) becomes 

2 (1 + 𝛾
𝛿𝑥2

𝛿𝑦2
) 𝐺𝑖,𝑗 = 

𝐺𝑖+1,𝑗 + 𝐺𝑖−1,𝑗 + 𝛾
𝛿𝑥2

𝛿𝑦2
(𝐺𝑖,𝑗+1 + 𝐺𝑖,𝑗−1) … (19) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.8: Wave height 𝐻 contour, using 𝛾 = 0.125 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.9: Wave height 𝐻 contour, using 𝛾 = 0.02 
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Fig.10: Wave height 𝐻 contour, 3-D, using 𝛾 = 0.02 

 

Fig. (7) shows the model results for 𝛾 = 0.25, Fig. (8) uses 

𝛾 = 0.125, and Fig. (9) uses 𝛾 = 0.02. It is observed that 

decreasing 𝛾 slows the evolution of wave height in the wave 

direction, indicating a reduction in lateral energy transfer. 

The calculations using 𝛾 = 0.02 produce results most 

consistent with previous research findings. The small value 

of 𝛾 thus reflects that lateral energy transfer is minimal. 

  

IV. WAVES FORMING AN ANGLE 

In the application of equation (4), the horizontal-𝑥 axis must 

always be aligned with the incoming wave direction. For 

waves that approach at an angle relative to the breakwater 

axis, represented by the (𝜉, 𝜂) coordinate system, the 

horizontal-𝑥 axis will form an angle with the breakwater's 

horizontal -𝜉 axis, as shown in Fig. (11). Under these 

conditions, the grid points generated in the (𝑥, 𝑦) coordinate 

system become non-uniform and irregular. 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.11: Grid point arrangement for waves forming an 

angle to the breakwater axis.. 

 

In such cases, advanced grid generation methods and  

numerical techniques  that fall outside the scope of the 

present research are required. 

 

V. CONCLUSION 

Overall, the model developed in this research is capable of 

producing results that align well with previous research 

findings, indicating that the model can be considered 

reliable for wave diffraction analysis at breakwater gaps. 

However, this alignment has been achieved through the 

adjustment of the lateral energy transfer coefficient. Thus, 

obtaining reliable values for this coefficient requires further 

investigation, including laboratory-based physical model 

studies. 

While the governing equation used is relatively simple, 

involving only a single variable, this simplicity results in an 

overestimation of lateral energy transfer. If the governing 

equation were to include the wave number, or the wave 

number along with the wave direction as variables, it is 

likely that a more accurate model of lateral energy transfer 

could be obtained—one that no longer requires an energy 

transfer coefficient. Consequently, it can be concluded that 

further research is still needed on the governing equation of 

the diffraction model. 
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Abstract— Water is the most important element in our environment. 

Radionuclides such as Uranium and Radon are soluble in water and can 

pose a significant health hazard. This review provides a comprehensive 

analysis of the source, occurrence, impact on inhabitants and affecting 

factors in Uttarakhand state. As Uttarakhand is a water-rich region known 

for its abundant rivers, springs and groundwater, monitoring of radionuclide 

contamination is very crucial from a public health and environmental point 

of view. Districts Bageshwar and Pauri show the maximum uranium content, 

and Tehri and Rudraprayag show the maximum concentration of radon in 

water. Mainly, Geology is the main factor in Uttarakhand for uranium and 

radon anomalies. The result depicts that there is no significant health risk in 

Uttarakhand state. All dose rates from the uranium and radon are less than 

the recommended limit prescribed by UNSCEAR and WHO. 

 

I. INTRODUCTION 

Radiation is a type of energy that is related to wave or 

particle movement. In our daily lives, we are constantly 

exposed to this radiation [1]. Various radiations have 

different properties: 1) Alpha radiations - the alpha 

particles are taken into the body by inhalation, ingestion or 

drinking, and they can produce biological effects on the 

body. 2) Beta radiation- Beta radiation is more penetrating 

than alpha particles, and it can penetrate easily into 1-2 cm 

of water. 3) Gamma rays- They are electromagnetic 

radiation. Uranium is a chemical element symbolized by U 

and with an atomic number of 92. Uranium is a silvery-

grey metal. Uranium has several isotopes, but the isotope 

of choice in radioactivity and nuclear technology is 

Uranium-238. Processing and mining of uranium ore is the 

reason for the introduction of uranium into drinking water 

[2]. Consumption of uranium ore is the reason for the 

radiological effect on the kidney liver, and bone [3]. 

Uranium contains various isotopes. Some of the most 

prevalent among them include U-238, U-235 and U-234 

[4]. 

Radiation in drinking water can originate from a number of 

sources, such as industrial processes, naturally occurring 

minerals in the crust of the earth, and radioactive material 

contamination [5]. Radium, uranium, and radon are the 

most frequently occurring radioactive elements in drinking 

water. From the uranium decay series, 2% of gamma comes 

from the uranium group, whereas the remaining 98% 

comes from the radium group [6]. Uranium’s oxidation 

states vary from II to VI in the combined form. The 

reported divalent uranium compounds are uranium 

monofluoride and uranium disulfide. There are trivalent 

uranium compounds, such as hydrides, nitrides, 

sesquisulfides, halides and borohydrides [7].  

 Radon is an intermediate element of the Uranium decay 

series and is placed in the periodic table with the symbol 

Rn and atomic number 86. It is a colourless, odourless, 

noble gas and radioactive. Out of the three naturally 

occurring isotopes of radon, only radon-222 has a half-life 

long enough (3.82 days) to emanate out of the rock and soil 

in which it is generated [8]. The initial by-products of the 

decay of radium isotopes are radon isotopes. Its most stable 
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isotope, radon-222, is not stable, so radon is one of the 

rarest elements. Though it has a short half-life, radon will 

remain on Earth for a few billion years because it is 

constantly being generated as a by-product of the decay of 

the thorium-232 and uranium-238, two extremely common 

radionuclides with half-lives of a few billion years. Many 

other short-lived nuclides, known as "radon daughters", are 

produced during radon decay and naturally yield stable 

isotopes [9]. Small amounts of radon-220 are generated as 

an intermediate step in the decay chain of thorium-232, or 

the thorium series, which ultimately decays into stable 

lead-208 [10]. 

Studies have shown that the second largest cause of Lung 

cancer is radon, and it was discovered that uranium mines 

with extremely high radon exposure were at high risk of 

lung cancer. Chinese, North American, and European 

studies have also shown that even low levels of radon, such 

as those occurring indoors, can still be harmful to human 

health and cause lung cancer globally. The possibility of 

internal radiation exposure is the main reason why drinking 

water radioactivity exposure might be harmful to one's 

health. Over time, eating radioactive materials can cause 

them to build up in the body and irradiate surrounding 

tissues, raising the risk of cancer. Depending on the kind and 

amount of radioactive materials present, drinking water 

radioactivity can have different health impacts. Limits on 

permissible levels of radioactivity in drinking water are 

imposed by regulatory bodies in order to safeguard public 

health. Filtration, ion exchange, and reverse osmosis are 

examples of water treatment techniques that can be used to 

lower radioactivity levels in drinking water [11]. 

Drinking water contains a low concentration of radon, 

although the radon emitted during water use contributes 

slightly to the radon concentration indoors [12]. Research 

revealed that there is little chance of stomach cancer and 

other gastrointestinal cancers from radon in drinking water. 

Research on the cytogenetic and genetic consequences of 

indoor radon has produced conflicting findings; 

nonetheless, radon exposure in miners causes 

chromosomal abnormalities and gene mutations. Several in 

vitro cytogenetic investigations have shown that radon 

causes a variety of genetic and cytogenetic damage, which 

may contribute to the development of radon lung cancer 

[13]. 

 

II. MATERIAL AND METHOD 

2.1 Radon in Water 

2.1.1 RnDuo 

In determining radioactive elements in water, the term 

RnDuo means that the radon and radium pair is important. 

Because radium (Ra) and radon (Rn) isotopes are able to 

cause health hazards, the monitoring of water supplies is 

common. There are several techniques, such as liquid 

scintillation counting and alpha spectroscopy are utilized to 

detect and measure these isotopes in water samples. 

Sustaining public health and ensuring that water quality 

standards are met requires continual monitoring of such 

radioactive elements. In order to test radioactive material in 

an intelligent manner, the most significant steps to utilise 

smart RnDuo are sample collection, preparation, instrument 

set-up, analysis, interpretation and reporting. This 

instrument detects the emitted alpha particles from Rn-222 

and Rn-220 based on the principle of scintillation counting 

with ZnS (Ag). The device can be used for both short as well 

as long-term measurements. A pump is attached to the 

device to take air for the liquid sample pump should be left 

ON for around 5 min before beginning the sampling [14,15] 

2.1.2 RAD7 

A commonly employed radon detector for measuring indoor 

radon gas concentrations is the RAD7.  RAD7 is the 

versatile and advanced method for a complete examination 

of radon in air, water and soil. RAD7 (DURRIDGE,  USA) 

was used in this study. RAD7 utilised a solid-state alpha 

particle detector with a silicon ion-implanted detector with 

a solid-state device. The radioisotope’s daughters form by 

characteristic radiation such as alpha, beta, and gamma 

decay. The alpha radiation Rn-222 and thoron were 

measured by the RAD7 and converted these alpha radiations 

into electrical signals. The instrument is most suitable for 

field applications, and it is supplied with a covered, robust 

carrying case for use in the field. The sample cell of 0.7 litre 

hemispherical volume in the RAD7. The hemisphere is 

lined on the inside thereof with an electrical conductor. The 

inside conductor is charged up to a potential of 2000-2500 

V by the high voltage power circuit and makes the 

positively charged particles come to the detector. Rn-222 

decays to the polonium-218 as the positively charged ion, 

and this short-lived polonium-218, after decay, on the active 

side of the detector, has a 50% probability of entering the 

detector and producing an electrical signal of a strength 

proportioned to the energy of the alpha particle. The signal 

in the detector is not uniform in strength since different 

isotopes do not give the same energy. The signal is 

amplified, filtered and arranged in strength by the 

instrument. The spectrum of this instrument can allow 

energies ranging from 0-10 MeV, as most of the decay 

products of radon and thoron produced alpha particles in the 

range of 6-9 MeV. The RAD7 operate in the following 

mode [16] 
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2.1.3 Uranium in Water 

The presence of uranium in water, particularly in excess, 

may be a causative factor of health harm to human beings. 

Groundwater is contaminated by naturally occurring 

uranium in soil and rock [17]. Water contamination by 

uranium is also brought about by industrial processes like 

uranium mining and ore treatment. Because uranium is 

made up of radioactive components, exposure through the 

ingestion of consumed drinking water is capable of leading 

to health harm. Damage to the kidney, an increase in the risk 

of cancer development, and other health complications are 

linked to long-term uranium ingestion. The risk the 

radiation poses to the health of individuals is based on the 

amount of uranium in the water people are exposed to and 

the duration of exposure [18]. Because of the possible health 

hazard, uranium in water can be cancerous. Naturally or 

through man's actions like mining, uranium can find its way 

into water bodies. Ingestion of contaminated water with 

high uranium levels will result in some health complications 

like damage to the kidney as well as a high rate of chances 

of developing cancer [19]. 

2.1.4 Inductively Coupled Plasma Mass 

Spectrometry 

Nowadays, one of the most quickly evolving tracer element 

techniques is inductively coupled plasma mass 

spectrometry (ICP-MS) [20]. Inductively Coupled Plasma 

Mass Spectrometry, or ICP-MS is a very effective analytical 

technique that unites the merits of mass spectrometry and 

plasma spectroscopy to detect and quantify trace elements 

and isotopes in different samples. The technique is founded 

on the introduction of a sample into an ICP torch, which 

atomizes, ionizes, and transforms it into a plasma state. The 

ions produced in the plasma are drawn and separated in the 

mass spectrometer according to their mass-to-charge ratio. 

Its advantages are low detection limits, high analysis speed, 

and the ability to analyze multiple isotopes. Scientists are 

employing ICP-MS for the analysis of U-238 in seawater 

increasingly since ICP-MS equipment became available 

[21]. 

2.1.5 Atomic Absorption Spectroscopy 

Atomic Absorption Spectroscopy, abbreviated as AAS, is 

another intriguing technique for analyzing the elements 

present in a sample [22]. It quantifies the light absorbed by 

elements present in a sample by the transmission of light 

through it. The absorbed light quantifies the varying 

concentration levels of elements present in the sample. AAS 

is commonly applied in a laboratory to quantify metals in 

various materials, such as biological samples, 

environmental samples, and even food and drinks [23]. 

Because of its specificity and sensitivity, AAS (Atomic 

Absorption Spectroscopy) is one technique of uranium 

detection in water [24]. 

2.1.6 Assessment of Effective Dose 

A useful method of estimating possible radiation exposure 

risk is effective dose assessment. In addition to the parts of 

the body that are exposed, it considers the nature of the 

radiation and the sensitivity of each body part to radiation. 

An effective dose is quantified in terms of a measurement 

called a sievert (Sv). For the protection of human beings 

from harmful doses of radiation, it is used to quantify the 

risk of health effects resulting from radiation exposure and 

in the establishment of safety standards [25]. 

The International Commission on Radiological Protection 

(ICRP) developed the effective dose as a risk-based hazard 

to human beings. It is the quantification of the radiation 

hazards of whole-body exposure to a non-uniform dose of 

radiation. The effective dose in radiation protection is a 

quantification that considers the varying radiation 

sensitivity levels of the body's tissues and organs [26]. 

Tissue weighting factors and radiation weighting factors are 

used in its calculation. The International Commission on 

Radiological Protection (ICRP) has established guidelines 

for the calculation of the effective dose. The dose absorbed 

in an organ or tissue times the radiation weighting factor is 

referred to as the organ equivalent dose. The ICRP offers 

the most common radiation and tissue weighting parameters 

in its publication, ICRP 103. These elements are required 

for accurately determining the effective dose. 

 

III.  RESULT AND DISCUSSION 

2.2 Uranium and Radon in water 
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Table 1: Uranium and Radon concentrations in districts of Uttarakhand. 

 

Fig 1. (A) Spatial Distribution of Uranium (B) Uranium and Radon levels in districts of Uttarakhand 

 

The Uttarakhand state is rich in water resources. Table 1. 

depicts that the uranium concentration is evaluated from the 

water samples of all the districts of Uttarakhand. Pauri 

Garhwal, Haridwar, Bageshwar, and Nainital have 

relatively high average uranium levels. These regions are 

known to contain granitic rocks, metamorphic formations, 

and uranium-bearing minerals. When groundwater 

percolates through these rocks, uranium leaches into the 

SN Location Uranium (ppb) Radon (Bq/L) Reference 

Min Max AM Min Max AM 

1 Tehri 0.001 7.41 0.89 29.0 192.0 70 [27] 

2 Dehradun 0.02 4.97 0.97 3.35 99.25 33.97 [28,29] 

3 Almora 0.1 23.1 4.3    [30] 

4 Pithoragarh  0.10 1.12 0.37 0.60 81.90 17.80 [31,15] 

5 Nainital 0.10 27.40 4.40    [30] 

6 Chamoli    2 47 11 [32] 

7 Champawat 0.09 9.01 4.55    [31] 

8 Bageshwar 0.10 28.40 14.25 3.40 101.30 34.80 [33] 

9 Haridwar 0.35 27.53 7.14 0.36 2.64 1.5 [28,34] 

10 Uttarkashi 0.01 21.57 2.86 1.11 183.86 19.67 [27,35] 

11 Rudraprayag 0.001 6.03 0.71 1.7 400 67 [27,32] 

12 Pauri Garhwal 0.01 67.45 5.78 0.43 0.73 0.68 [36] 

13 Udham Singh 

Nagar 

0.01 26.98 3.43    [37] 
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water. Uranium content in the water system in Uttarakhand 

varies from 0.37 ppb (Pithoragarh) to 14.25 ppb 

(Bageshwar), whereas radon values range from 0.68 Bq/L 

(Pauri) to 70.00 Bq/L (Tehri). Their elevation in that area is 

due to groundwater flowing through mineral-rich rocks, 

which raises uranium concentrations. The high uranium 

level in Bageshwar (up to 28.4 ppb, AM = 14.25 ppb) may 

be due to the area's underlying granitic and metamorphic 

rocks, which naturally contain higher uranium content. 

Weathering and leaching processes likely mobilize uranium 

into groundwater [33] noted such geogenic factors in their 

hydrogeochemical assessment of the region. Additionally, 

as uranium decays, radon gas is produced and can build up 

in buildings. Water in these areas might have an alkaline pH 

and oxidizing conditions, which enhance uranium 

solubility, leading to elevated concentrations. Districts like 

Dehradun, Tehri, Pithoragarh, and Rudraprayag show low 

uranium averages (<1 ppb). These areas may be dominated 

by sedimentary deposits, which contain less uranium than 

igneous or metamorphic rocks. High rainfall and surface 

water influence in areas like Tehri and Dehradun can dilute 

uranium concentrations. Groundwater in these regions 

might flow through less mineralized zones, meaning fewer 

uranium sources are present in the aquifer. The Uranium 

content in all districts is well below the recommended level 

of 30 ppb and 60 ppb recommended by WHO and AERB, 

respectively. 

Table 1 also presents radon concentration data (in Bq/L) in 

groundwater samples from various districts of Uttarakhand. 

The values show significant variability across the region, 

influenced by geological and environmental factors. Among 

the districts with reported radon data, Tehri stands out with 

the highest maximum value of 192.0 Bq/L and an average 

concentration of 70 Bq/L, followed closely by Rudrapryag 

(Max: 400 Bq/L, Avg: 67 Bq/L), These elevated levels are 

primarily due to the presence of uranium-rich rocks and 

geothermal activity common in Himalayan terrains, where 

radon gas accumulates in deep aquifers. In contrast, some 

regions like Haridwar report very low radon values (AM 1.5 

Bq/L), as do Pauri Garhwal (Max: 0.73 Bq/L, Avg: 0.68 

Bq/L). These areas lie in the foothills and plains, dominated 

by sedimentary formations and alluvial soils, which 

naturally contain less uranium and allow radon to escape 

more easily before entering water supplies. Additionally, 

water sources in these areas are typically shallower, 

reducing the contact time with radon-emitting rocks. 

Comparing these values to the World Health Organization 

(WHO) guideline of 100 Bq/L, only Tehri and Bageshwar 

have reported maximum radon levels that exceed this limit. 

However, when compared to the much stricter USEPA 

proposed limit of 11 Bq/L, several districts, including Tehri, 

Bageshwar, Pithoragarh, and Uttarkashi, exceed safe levels, 

especially in terms of average concentration. 

2.3 Water Quality Parameters 

 

Fig 2. pH, TDS, EC level in Uttarakhand. 
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Table 2: Water Quality parameters in districts of Uttarakhand. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2 provides a comparative analysis of groundwater 

quality across various districts of Uttarakhand, focusing on 

physicochemical parameters like pH, Total Dissolved 

Solids (TDS), and Electrical Conductivity (EC) with the 

permissible limits of WHO. The pH levels in the districts 

vary from 6.9 to 8.33, which is predominantly in the WHO 

guideline range of 6.5 to 8.5 for potable water. The districts 

of Bageshwar, Dehradun, and Udham Singh Nagar have a 

pH that is slightly above 7 and hence are more susceptible 

to mobilization by uranium. This is due to the fact that 

uranium prefers to precipitate as soluble carbonate 

complexes in basic conditions, hence promoting an 

increased concentration of uranium in the water. However, 

some areas, such as Almora (with an average pH of 6.9) 

have slightly acidic water, which tends to favour radon 

solubility. As a gas, radon is easily dissolved in slightly 

acidic water, particularly where there are high granite 

contents that are prevalent in such regions. 

The TDS values in the districts vary widely, with values 

ranging from 119 mg/L (in Pauri) to a striking 807.2 mg/L 

(in Uttarkashi). WHO suggests a desirable limit of 500 

mg/L, with an upper permissible limit of 1000 mg/L. 

Districts like Tehri, Udham Singh Nagar, and Uttarkashi 

have higher TDS, indicating mineral-rich groundwater. 

Such high mineralization suggests that geochemical 

weathering is likely occurring in the area, which may lead 

to increased uranium mobilization from rocks into the 

groundwater. In regions with higher TDS, uranium can 

become more soluble, posing potential health risks. On the 

other hand, Almora, with a low TDS (183 mg/L), and Pauri 

Garhwal (with 119 mg/L), have low mineral content, 

meaning the groundwater has lower ionic strength. 

However, low TDS doesn’t rule out the possibility of radon 

presence, especially if the geology is favourable (such as 

granite formations, which are common in Almora). 

EC is a good indicator of the water’s ionic content. WHO 

does not set a strict EC limit, but values above 750 µS/cm 

are considered high. The average EC ranges from 26 µS/cm 

in Almora to 1201.1 µS/cm in Uttarkashi. High EC values 

like those in Uttarkashi and Udham Singh Nagar suggest 

high mineralization of water, which might be related to 

geothermal activity or metamorphic rock interactions, 

which can increase the likelihood of uranium 

contamination. The high EC reflects the presence of 

dissolved salts and ions, which can carry uranium and other 

trace elements. Low EC values, as seen in Almora and Pauri 

Garhwal, suggest low ionic content and generally indicate a 

lower concentration of dissolved minerals. However, this 

does not completely eliminate the possibility of radon 

contamination, as radon can still be found in areas with low 

mineralization, particularly if the geology is conducive to 

radon release (e.g., granite). 

2.4 Chemical Parameters in Water 

 

 

SN District pH TDS (mg/l) EC (µS/cm)  Reference  

1 Tehri 7.0 578.1 859.0 [27] 

2 Dehradun 7.9 475.24 709.24 [38] 

3 Almora 6.9 183 26 [30] 

4 Pithoragarh  7.5 444 657.6 [39] 

5 Nainital 7.55 400 536.00 [40] 

6 Chamoli     

7 Champawat 7.5 317.5 486 [31] 

8 Bageshwar 8.33 438 663 [41] 

9 Haridwar 7.6 408.3 518 [34] 

10 Uttarkashi 7.1 807.2 1201.1 [27] 

11 Rudraprayag 7.0 550.9 822.2 [27] 

12 Pauri Garhwal 7.76 119  [42] 

13 Udham Singh Nagar 7.99 558.4 872.5 [15] 
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Table 3: Statistical analysis of chemical parameters. 

SN Location F- Cl- NO3
- SO4

2- PO4
3- Ca2+ Mg2+ K+ Na+ Reference 

1 Tehri  19.65 0.72 28.2 0.58 39.5 26.95 13.95 9.25 [43] 

2 Dehradun 1.58 10.07 3.46 132.77 1.03 85.22 37.01 1.71 10.24 [38] 

3 Almora           

4 Pithoragarh  0.2 97.7 4.8 11.3 0.4 20.1 60.2 15.77 14.49 [39,44] 

5 Nainital 0.06 5.2 4.6 39 0.12 57 21 1.8 6.6 [45] 

6 Chamoli           

7 Champawat 0.19 113.44 21.05 13 1.30 27.57 25.06   [31] 

8 Bageshwar 0.56 22.01 2.62 32.71  31 31.75 2.5 8 [41,46] 

9 Haridwar 0.15 29.34 12.15 36.22  59.23 30.65 5.38 39.21 [35] 

10 Uttarkashi      27.57 25.06   [30] 

11 Rudraprayag  4.48 0.6 0.31 0.53 17.8 8.85   [47] 

12 Pauri Garhwal 0.40 15 1.4 6  18 7.30 1.17 3.22 [42] 

13 Udham Singh 

Nagar 

0.79 81.05 4.26 48.4  66 46 6.5 58.35 [48] 

14 Permissible limits 1.5 250 45 200 1 75 30 25 200 [49,50] 

 

The table presents the concentration ranges of fluoride (F⁻), 

chloride (Cl⁻), nitrate (NO₃⁻), sulphate (SO₄²⁻), and 

phosphate (PO₄³⁻) across various districts of Uttarakhand, 

and when analyzed against recommended values from 

WHO and BIS, it highlights potential geochemical 

environments that could influence the behaviour of uranium 

and radon in groundwater. For instance, the BIS permissible 

limit for fluoride is 1.5 mg/L, but Dehradun shows 

concentrations as high as 1.58 mg/L, and other regions also 

exceed safe levels—suggesting strong fluoride-bearing 

mineral interactions, which can also mobilize uranium 

through the formation of soluble UO₂F⁺ complexes. Nitrate 

concentrations, which can accelerate the oxidation of U(IV) 

to the more soluble U(VI) form, are notably high in 

Champawat (up to 21.05 mg/L), pointing to both 

anthropogenic input and an environment conducive to 

uranium migration. Sulfate and phosphate also affect 

uranium mobility: extremely high sulfate values may 

contribute to complexation, while phosphate levels—like 

the 39 mg/L in Nainital—may lead to precipitation of low-

solubility uranium-phosphate minerals. These areas also lie 

within or near regions of high uranium-bearing bedrock, 

like granites and metamorphic, which are sources of radon 

gas. Since radon is a decay product of uranium, its 

concentration in groundwater and indoor air is strongly 

influenced by uranium content and the permeability of the 

host rocks. Thus, districts such as Nainital, Dehradun, 

Pithoragarh, and Haridwar not only exhibit chemical 

signatures favourable for uranium mobility but are also 

geologically predisposed to elevated radon risk, warranting 

detailed hydrogeochemical and radiological assessments to 

ensure safe water quality and public health protection. 

The presence of calcium is higher than the recommended 

values in Dehradun. The maximum value of calcium in 

water samples of different localities of Uttarakhand state 

ranges from 17.8-85.22 mg/l and the permissible limit is 

75 mg/l. The values of magnesium ion are higher in some 

places like Dehradun (37.01mg/l), Pithoragarh (60.2mg/l), 

and Udham Singh Nagar (46mg/l) than the safety 

guidelines is 30mg/l in all the investigated areas of 

Uttarakhand except Rudraprayag (0.53mg/l), the values of 

magnesium ion in Rudraprayag are under the permissible 

limit. 

The presence of potassium in the water samples of 

different districts of Uttarakhand varies from district to 

district. The value of potassium ions ranges from 1.17 -

15.77 a with a permissible limit of 25 mg/l. The value of 

Sodium metal ranges from 3.22-58.35 mg/l in the water 

samples of different districts of Uttarakhand that are under 

the permissible limits (200).  

2.5 Associated Health risk in Uttarakhand by 

radioactive elements 

According to the World Health Organization, the 

recommended annual effective dose for radon exposure 

should not exceed 1 mSv (1000 µSv/year), while the United 

Nations Scientific Committee on the Effects of Atomic 
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Radiation suggests that ingestion of uranium should remain 

below 100 µSv/y. Among the surveyed regions, Bageshwar 

and Haridwar are getting the highest value.  In Bageshwar, 

the Excess Cancer Risk (ECR) value varied between 3 ×10−8 

and 894 ×10−8 with a mean value of 50.0 ±21 ×10−8. The 

computed values of ECR were well within the safe limit for 

radiological risk. The concentration of uranium in drinking 

water was less than the reference limit suggested by USEPA 

and WHO but in 20% of samples the concentration of 

uranium was greater than the limits suggested by ICRP [33]. 

Also, in the Haridwar district the Hazard Quotient was 

observed with the value of 0.093 and the lifetime average 

daily dose was found 0.056 µg/kg/d which is less than the 

reference dose of 0.6 µg/kg/d and 4.4 µg/kg/d prescribed by 

WHO, 2004 and AERB, 2004. The observed annual 

effective dose by radon inhalation in Rudraprayag district 

was a mean value of 100 µSv/y, which is less than the 

recommended reference limit of 1 mSv/year prescribed by 

UNSCEAR and WHO. 

 

IV. CONCLUSION 

Water is a very important element of life and radioactive 

contaminated water can pose significant health hazards to 

inhabitants. The present result shows that Bageshwar and 

Haridwar show high levels of Uranium content that are 

largely below the recommended levels set by several 

regulatory bodies, including the USEPA, WHO, and AERB. 

Likewise, the use of groundwater as drinking water in many 

parts of Uttarakhand contributes to the slightly elevated 

radon consumption in drinking water samples in some 

areas, which is over the recommended levels. To protect 

against the health risks that radon poses, it is critical to look 

into the presence of radon in groundwater. Moreover, the 

majority of these sources with elevated radon and uranium 

concentrations come from groundwater sources. The 

concentration of uranium also varies with the water quality 

parameters found in the Uttarakhand areas under 

investigation. This is because uranium tends to be more 

soluble in areas with low pH levels, while high pH levels in 

water samples cause uranium to form insoluble precipitates 

like uranium hydroxides. The geology of Uttarakhand is 

varied, with some regions naturally having significant 

uranium and radon concentrations. In some areas, this may 

be a contributing factor to increased natural radioactivity. In 

Uttarakhand, water from public supply sources is generally 

treated and closely monitored to guarantee that it satisfies 

safety standards, especially those pertaining to radiological 

safety. Nonetheless, it is advised to have water tested 

frequently in regions with high levels of naturally occurring 

radioactivity or where private wells are utilized. Thus, in the 

future, a thorough investigation from the perspective of 

health risks will be needed to lower the dose of radon and 

uranium in water so that residents of these places do not 

become increasingly exposed to health risks. 
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