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Abstract—High-resolution (HR) signal need to
reconstructed from the noisy Low-resolution (LRjnsis that
are measured naturally. The solution to this probles that
using EMD noise removal approach. This frameworoines
EMD iterative interval thresholding along with LM&orithm
which is applied to the available noisy low-resaut signal
so that to obtain HR signals. Then the resultingnal is
synthesized further to convert low-resolution sigtwahigh-
resolution signal. This method results in the reaurc of

be noise by comparing with the threshold value. Treadvantage

of wavelet approach is basis functions are fixetthvidoes not
match with real signals.

The HR reconstruction or the estimation from the $ignal
uses maximum entropy (ME) principle and wienerefilg.
ME principle uses maximum entropy interference eeagi
(MEIE) for the power estimation of the HR signabrfr the
autocorrelation of the low resolution (LR) signahieh are
obtained [6]. The major disadvantage of this metiodtigh

normalized mean square error (NMSE) compared to theomputational burden.

previous methods.
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I. INTRODUCTION

The great interest is present in the various fielfisnultirate
statistical signal processing for the last few geafhe
problems such as sensor fusion, spectrum estimatierthe
few problems that come into existence from the aedes
carried out recently. The problem solution is pdexd by
various researchers. The main focus of the stuadyit high-
resolution signal (HR) reconstruction. This is oemicated
mainly in our study [1].

The Wiener filter theory involves estimation ofdei sense
stationary signal (WSS) from the low resolution JLR
measurements which are sampled at different réled gast
square approach is proposed for the estimatiorhefsignal
from the two observations in which one observai®at full
rate and low signal to noise ratio (SNR) whereasather one
is at low rate and high signal to noise ratio (SNRhe
disadvantage of this principle is that it uses srogrrelation
between the HR signal and LR signal which usesrstooder
statistics.

The proposed method in this paper, involves recockson
of high resolution (HR) signal from noisy low réstion (LR)
signal without usage of any correlations and alsavelet
thresholding, instead uses EMD-IIT along with LMS&drder

The signal recovery from the observed noisy data hy reduce NMSE and get back the estimate of origiignal

preserving its important features is a challengingblem in
signal processing [2]. There are various methodgiwhare
proposed for filtering additive non-stationary r[8] but the
linear filtering methods which are used to remowgis® are not
effective for the signal that are non-stationangd dor the
signal consisting of sharp edges. A non-lineaeffittg can be
used instead of linear filtering. This kind of diting is based
on wavelet thresholding [3], [4]. Wavelet threshinglis based
on predetermined threshold [4]. The basic ideahi® is that
sighal dominates the noise and therefore signgdrdifrom the
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[1].

II. PROPOSED METHOD
The proposed work includes reconstruction of higgolution
(HR) signal from its N set of low resolution sigrfg(n) where
i=0,1,.... N-1) which are sampled at low rates andeaidwith
non-stationary noise which is nothing but noisyeishifted
version and down sampled version of the desiredasid(m).
These kind of signal can be generated from the bl for
testing purpose which is shown in the Figure 1. Toen
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sampling factor, time shifting factor are selectedthe basis
of the particular signal of interest [7]. Thus, ftieLR signal is
defined as %n)=S(m-i) where m=Ln. The signal ¥n) are
assumed as maximally decimated version of d(m)ithgtL,
N=L.

dim)

1 im]
Fig.1: Model to generate LR noisy signal for tegtpurpose
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Fig.2: Proposed Block Diagram

Block diagram of the proposed method is shown gufé 2.
This method just wants to have a fixed value ofThe first
step of the proposed method is least mean squ8)block
which removes some amount of noise which is addethe
form of non-stationary noise. The second blockhiss EMD-
IIT which is a combination of Empirical mode decarsjtion

each IMF replace the details of the LR signal &t tertain
scale of frequency [2]. There are 2 conditionsheak whether
the function is IMF they are 1) The number of zerossing
must be same or differ by one 2) the mean valu¢hef
envelope which are defined by local maxima andllogaima
are zero [2].

EMD algorithm: The algorithm has five major stepkiai
are given here

Step 1): € is fixed and i=1;

Step 2): r,=x(t) [low resolution signal].

Step 3): extract the ith IMF.

A.hia(O=ria(t);

The local maxima/minima are extracted from

result of step A.

B.Uija(t) and h4(t) are computed as upper
envelope and lower envelope respectively
by applying cubic spline to the result
obtained at step A.

C.The mean 1,(t) is calculated as
[ Uija(®)+h (012

D.hij()= hja(®) -pija(t) [=j+1].

E.The stopping criterion is calculated as
Std Dvn()Z[( hija(t)- ) h)7( ha(9)7]:

F.The steps from A to F are continued till
StdDvn(j) < €, and then put IM@® = h;(t)
which is ith IMF.

Step 4): Residual ig(t) = .4(t)-IMF;(t).

Step 5): Step 3 is repeated with i=i+1 till themier of
extrema in t) < 2 here Std Dvn is a notation for standard
deviation. By applying EMD algorithm the LR signa

(EMD) and iterative thresholding (EMD-IT) where EMDdecomposed as shown below.

decomposes a signal into a series of intrinsic nicspiencies
(IMF’s) based on sifting process and EMD-IT is usasl
denoising approach which removes signal based mshbld
approach. The next steps are up sampler and itbedriack.
Least mean square (LMS): The noisy LR signalstlzenput
for the block diagram. As we know that the sigsahoisy, the
removal of this noise needs to be done. This neebttock
called least mean square (LMS). The LMS algorithsadufor
noise cancellation estimates the noise by repetiiigration,
which uses the length of the desired signal andracis the
noise from the low resolution signal.

Empirical mode decomposition (EMD): The output sigof
LMS is decomposed to its intrinsic mode frequen¢ibB-'S).
This is a kind of wavelet decompaosition in which saands of
the LR signal are the different frequency composaritthat
signal [8]. In which each sub bands are calledvs'd, where
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x;(n) = Z & () +7 % (n) oY)
k=1

Empirical mode decomposition iterative threshold{iEMD-
IT): This is the denoising approach that needseddtiowed
soon after EMD to remove the noise associated théHMF’s
obtained from the EMD algorithm. The denoising a@ch
has following procedure to be followed

Z(Kk) be the ith zero crossing in the kth IMF an¢k) be the
signal in the interval given by [&), Z.1(k)]. This instant can
be said signal or noise by comparing the signakexa given
by IMF®(PY) where B¥ is the instant of extrema. If this
absolute value of ¥ is greater than threshold value then it is
termed as signal-dominant and that part of the adigs
retained, else it is considered as noise and ma0d&.
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This is the formula to replace the part of the IMRhe given

interval and retain it to signal or make it as zeyocomparing
with the threshold value which is given by

T-::;t':l _ |E;‘:'7l M. 3
= C‘\' 2 n{M;) 3)
Ky _ kg1 —

E =pT"E; B k=2,3.. €))

Where,

E= [median (|c;” [n][)/0.6745]?
The reconstructed formula of the estimated sigmathflIMF's
is given by

st I+ ] B
EMD-IT is applied for all the noisy low resoluti@ignal (LR)
signal and all this signals are estimated throhghalgorithm.
Empirical mode decomposition iterative intervalesinolding
(EMD-IIT): This step is formed by the combinatioh BMD
and EMD-IT. The steps followed in this block aeplained
below.

Step 1: Apply EMD to the jth noisy low resolutioigsal
(x;(n)) to obtain the first IMF given byj%(‘,n).

Step 2: Partial reconstruction of first IMF is datheough the
formula x,(n)= %(n)- G*(n).

Step 3: Apply EMD once again to the result of poeei step
(%p(n).

Step 4: The resulting IMF's from EMD are applied tte
EMD-IIT, which results in the denoised version bfA’s from
this a estimate of ;¢n) is obtained as;(») which consists of
the signal part only and doesn’t consists of arigeo

Step 5: Apply step 1 to step 4 to obtain the destb&gnals of
all the LR signals.

= 52, eFm + T

=My ~j

Step 6:%(M) is obtained by averaging all the denoised LR
signals obtained in the previous step.

Up sampler: The succeeding block after the EMD4BTup
sampler which increases the code
interpolation factor (L) which was used in the miothat was
for testing purpose.

Integrator: This step acts as a inverse of delagkohnd it is
followed by up sampler which is used for recondtaicof the
input signal.
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[1l. PROPOSED METHOD ALGORITHM
The algorithm for the proposed method is explaiaed given
below:
Step 1: Apply the input signal to the model showfigure 1,
to obtain noisy signals based on L (L=3) whicha(e).
Step 2: The noisy signals obtained in step 1 amieap to
LMS to remove some extent of additive white Gaussiaise
(AWGN).
Step 3: The results which are obtained in previsteps are
given to EMD-IIT block, which results in decompaait of a
signal into its intrinsic mode frequency (IMF'spm EMD and
removal of noise in IMF’s are done from EMD-IT. (féathat
EMD-IIT is the combination of EMD and EMD-IT)
Step 4: The noise removed version of IMF's are dosib
together to ge&iimy
Step 5: Step 2 to 4 are applied to all noisy Lowohation
signal to obtain all the estimated signal (say L#Bgrefore 3
estimated signals are obtained
Step 6: The 3 estimated signal obtained are averagérm
an estimate of the original signal.

IV. EXPERIMENTAL RESULTS
To illustrate the proposed method, the input issaered as
the triangular wave which is having a SNR of Odbtee noisy
signals are generated which has SNR of 10db, 2@dB3adb
respectively.

In the proposed method LMS algorithm is used wihiak a
step size of 0.01, interpolation and down samletdr used is
given by L=3. The values gf andp which are used in EMD-
IT for denoising the IMF’s are considered to bel2a@d 0.719
respectively [8]. Multiplication constant C is Owhich is
found by increasing the value in the interval [0.4] in which
the best value was found to be 0.5 for which noizadl mean
square error (NMSE) is minimum, value of, Mnd M are
taken to be 2 and size of IMF-2 respectively. Toreniula in 6
is used to calculate NMSE.

NMSE=2M-tmag(eln) 2y BN tmag(d(n)®) (6)

Where 7} =din) — £(n)

rate by the given
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Fig.3: input and low resolution signal

Figure 3 shows the input signal and the low resmusignals
formed by the model shown in figure 1. Figure 3presents
the input signal 3b, 3c and 3d represents thew resolution
signal (£' LR signal), 2 low resolution signal (¢ LR signal)
and 3 low resolution signal (3LR signal) respectively.

The Figure 4a, 4b and 4c represents the LMS owtptite T
LR signal, 2 LR signal and '8 LR signal respectively. Figure
5a, 5b, 5¢ and 5d represents the first four IMF'the first LR
signal. Figure 6d represents the reconstructeditmal using
the proposed method.

LMS output of first LR signal
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Fig.4: LMS outputs
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Fig.5: IMF’s of 1°' LR signal
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Fig.6: The LR signal and reconstructed signal using
proposed method

Table 1: NMSE comparison for different methods

Methods (Normalized mean square
(for HR reconstruction) error)NMSE
EMD-IIT approach 0.4381
Proposed method 0.4132

V.CONCLUSION

The proposed method uses EMD-IIT, which doesn'tuite
any linear filter instead this method uses EMD degoses the
input noisy LR signal into its IMF's and this isrd#sed by
EMD-IT and this denoised IMF’s are combined to fotine

estimated signal. EMD-IIT is used because the dfittering

approach is not possible to apply for stationagyai.
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LMS is also considered along with the proposed o@#o as
to reduce the NMSE, also reduces the noise assdaidth the
low resolution signal so that it improvises thearstruction of
the signal.
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