Design of Low Power and Area Efficient Carry Select Adder (CSLA) using Verilog Language
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Abstract— Carry select method has deemed to be a good compromise between cost and performance in carry propagation adder design. However conventional carry select adder (CSLA) is still area consuming due to the dual ripple carry adder structure. The excessive area overhead makes conventional carry select adder (CSLA) relatively unattractive but this has been the circumvented by the use of add-one circuit. In this an area efficient modified CSLA scheme based on a new first zero detection logic is proposed. The gate count in 32-bit modified CSLA can be greatly reduced, design proposed in this paper has been developed using VERILOG language and synthesized in XILINX13.2 version.
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I. INTRODUCTION

With the tremendous development in electronics sector, the demand of low power device has significantly increased. As we are using more portable devices we require such a battery that will provide power to the device for a long time. In order to do this we have to provide a battery of large capacity but that will be significantly increase its size which is not feasible in many cases. Another option is to reduce the power consumption of the device and this will reduce the net power consumption by us and eventually reduce the carbon footprint in the environment.

The carry-ripple adder is composed of many cascaded single-bit full-adders. The circuit architecture is simple and area-efficient. However, the computation speed is slow because each full-adder can only start operation till the previous carry-out signal is ready. In the carry select adder, N bits adder is divided into M parts. Each part of adder is composed two carry ripple adders with cin_0 and cin_1 respectively. Through the multiplexer, we can select the correct output result according to the logic state of carry-in signal. The carry-select adder can compute faster because the current adder stage does not need to wait the previous stage’s carry-out signal .the summation result is ready before the carry—in signal arrives, therefore, we can get the correct computation result by only waiting for one multiplexer delay in each single bit adder. In the carry select adder, the carry propagation delay can be reduced by M times as compared with the carry ripple adder.

However, the duplicated adder in the carry select adder results in larger area and power consumption. In this paper we proposed an area-efficient carry select adder by sharing the common Boolean logic term. The carry-select adder, the carry propagation delay can be reduced by M times as compared with the carry ripple adder. However, the duplicated adder in the carry select adder results in larger area and power consumption. In this paper, we proposed an area-efficient carry select adder by sharing the common Boolean logic term. After Boolean simplification, we can remove the duplicated adder cells in the conventional carry select adder. Alternatively, we generate duplicate carry-out and sum signal in each single bit adder cell. By utilizing the multiplexer to select the correct output according to its previous carry-out signal, we can still preserve the original characteristics of the parallel architecture in the conventional carry select adder.

II. MOTIVATION

As the scale of integration keeps growing, more and more sophisticated signal processing systems are being implemented on a VLSI chip. These signal processing applications not only demand great computation capacity but also consume considerable amount of energy. While performance and Area remain to be the two major design tolls, power consumption has become a critical concern in today’s VLSI system design. The need for low-power VLSI systems arises from two main forces. First, with the steady growth of operating frequency and processing capacity per chip, large currents have to be delivered and the heat due to large power consumption must be removed by proper cooling techniques. Second, battery life in portable electronic devices is limited. Low power design directly leads to prolonged operation time in these portable devices.
III. POWER OPTIMIZATION

Power refers to number of Joules dissipated over a certain amount of time whereas energy is the measure of the total number of Joules dissipated by a circuit. In digital CMOS design, the well-known power-delay product is commonly used to assess the merits of designs. In a sense, this can be shown as power × delay = (energy/delay) × delay = energy, which implies delay is irrelevant.

IV. ADDERS

Addition is the most common and often used arithmetic operation on microprocessor, digital signal processor, especially digital computers. Also, it serves as a building block for synthesis all other arithmetic operations. Therefore, regarding the efficient implementation of an arithmetic unit, the binary adder structures become a very critical hardware unit.

In any book on computer arithmetic, someone looks that there exists a large number of different circuit architectures with different performance characteristics and widely used in the practice. Although many researches dealing with the binary adder structures have been done, the studies based on their comparative performance analysis are only a few.

In this project, qualitative evaluations of the classified binary adder architectures are given. Among the huge member of the adders we wrote VHDL (Hardware Description Language) code for Ripple-carry, Carry-select and Carry-look ahead to emphasize the common performance properties belong to their classes. In the following section, we give a brief description of the studied adder architectures. With respect to asymptotic delay time and area complexity, the binary adder architectures can be categorized into four primary classes as given. The given results in the table are the highest exponent term of the exact formulas, very complex for the high bit lengths of the operands.

The first class consists of the very slow ripple-carry adder with the smallest area. In the second class, the carry-skip, carry-select adders with multiple levels have small area requirements and shortened computation times. From the third class, the carry-look ahead adder and from the fourth class, the parallel prefix adder represents the fastest addition schemes with the largest area complexities.

V. RIPPLE CARRY ADDER

Half Adders can be used to add two one bit binary numbers. It is also possible to create a logical circuit using multiple full adders to add N-bit binary numbers. Each full adder inputs a Cin, which is the Cout of the previous adder. This kind of adder is a Ripple Carry Adder, since each carry bit "ripples" to the next full adder. The first (and only the first) full adder may be replaced by a half adder. The block diagram of 4-bit Ripple Carry Adder is shown here below.

![Fig.1: block diagram of ripple carry adder](image)

The layout of ripple carry adder is simple, which allows for fast design time; however, the ripple carry adder is relatively slow, since each full adder must wait for the carry bit to be calculated from the previous full adder. The gate delay can easily be calculated by inspection of the full adder circuit. Each full adder requires three levels of logic. In a 32-bit [ripple carry] adder, there are 32 full adders, so the critical path (worst case) delay is 31 * 2(for carry propagation) + 3(for sum) = 65 gate delays.

VI. CONVENTIONAL 32-BIT CARRY SELECT ADDER

In general the complete conv CSLA is divided into different blocks. Block size and the number of blocks depends upon the size of conv CSLA according to the SQRT technique. From second block onwards, each block contains three different levels, first level is ripple carry adder with input carry zero, second level is ripple carry adder with input carry one and the third level is multiplexer which is used to select one of the ripple carry adders output.

![Fig.2: structure of conventional 32-bit carry select adder (CSLA)](image)

The disadvantage in conv CSLA is more area requirement as it uses two levels of RCAs. For achieving better area efficiency Binary to Excess-1 Converter (BEC) is replaced in the place of RCA with C =1 in the modified CSLA. To
replace n bit RCA an n+1 bit BEC In is required. Second block of 32-bit mod CSLA with BEC logic is shown in fig.2. One input of third level multiplexers is the output of first level RCA and another input is BEC output. This produces the two possible partial results in parallel and the multiplexer is used to select either the BEC output or the direct inputs according to the control signal Cin.

VII. MODIFIED 32-BIT CARRY SELECT ADDER
A Modified Carry Select-Adder (MCSLA) design is proposed, which make use of single RCA and Binary to Excess-1 Converter (BEC) instead of using dual RCAs to reduce area and power consumption with small speed penalty. As the base of proposed design is that the number of logic gates used in BEC is less than that of RCA. Thus BEC replaces the RCA with Cin=1 instead of using dual RCAs to reduce area and power consumption of the conventional CSA. The importance of BEC logic comes from the large silicon area reduction when designing MCSA for large number of bits. To elaborate this, the gate calculations are made for 4-bit BEC and 4-bit RCA area as under. For 4-bit RCA In 4-bit RCA, four FAs are connected in a chain. Therefore the gates require to build 4-bit RCA are shown in Table 1&2.

Table 1: AND, OR and INV gates in 4-bit RCA (MCSLA).

<table>
<thead>
<tr>
<th>Gate</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>And</td>
<td>9</td>
</tr>
<tr>
<td>Or</td>
<td>3</td>
</tr>
<tr>
<td>Inverter</td>
<td>7</td>
</tr>
</tbody>
</table>

Table 2: AND, OR and INV gates in 4-bit RCA (CSLA)

<table>
<thead>
<tr>
<th>Gate</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>And</td>
<td>28</td>
</tr>
<tr>
<td>Or</td>
<td>16</td>
</tr>
<tr>
<td>Inverter</td>
<td>16</td>
</tr>
</tbody>
</table>

VIII. SIMULATION RESULTS
The various adders are designed using Verilog language in Xilinx ISE Navigator 13.2. And all the simulations are performed using Xilinx ISim simulator. For each word size of the adder, the same value changed dump (VCD) file is generated for all possible input conditions and imported to Xilinx ISE 13.2 Power Analysis to perform the power simulations. The similar design flow is followed for both the regular and modified CSLA..
IX. CONCLUSION

A simple approach is proposed in this paper to reduce the area and power of conventional CSLA architecture. The

Table 3: comparison of area, power and Delay of conventional and MCSLA

<table>
<thead>
<tr>
<th>Technique</th>
<th>Delay(ns)</th>
<th>Area(Lut)</th>
<th>Power(W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSLA</td>
<td>41.2</td>
<td>48</td>
<td>0203</td>
</tr>
<tr>
<td>MCSLA</td>
<td>21.180</td>
<td>21</td>
<td>0.052</td>
</tr>
</tbody>
</table>
reduced number of gates of this work offers the great advantage in the reduction of area and also the total power. The compared results show that the modified CSLA has a slightly larger delay, but the area and power of the 32-bit modified CSLA are significantly reduced. The power-delay product and also the area-delay product of the proposed design show a decrease for 32-bit sizes which indicates the success of the method and not a mere tradeoff of delay for power and area. The modified CSLA architecture is therefore, low area, low power, simple and efficient for VLSI hardware implementation.
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