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Abstract— Our objective of this paper is how we can utilize intelligent techniques in data mining to take decisions which we can use very much in Data Analytics, Credit Card fraud detection and other applications. The author describes that we can develop intelligent software which combines intelligent techniques and data mining and provides solutions for business analysis. Nowadays, Intelligent Agents are widely used in Data Mining because of their flexibility, modularity and general applicability to a wide range of problems. Technological developments in distributed computing, robotics and the emergence of object-orientation have given rise to such technologies to model distributed problem solving. Techniques such as pattern recognition, machine learning, and neural networks have received much attention. Other techniques in Intelligent Agents such as knowledge acquisition, knowledge representation, and search, are relevant to the various process steps in DM. The aim of intelligence is to discover mechanisms of adaptation in a changing environment with utilisation of intelligence, for instance in the ability to exclude unlikely solutions. Intelligence methods have extensive application in different fields such as software, medicine, games and transportation. This paper deals with interdisciplinary issues – interconnection of intelligence and data mining. The main goal of this paper is to point out the intelligence techniques that can be utilised in data mining application and to provide an overview of research undertaken in this field.
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I. INTRODUCTION

Intelligent Agents, special types of software applications, have become a very popular paradigm in computing in recent years. Some of the reasons for this popularity is their flexibility, modularity and general applicability to a wide range of problems. Recent increase in agent-based applications is also because of the technological developments in distributed computing, robotics and the emergence of object-oriented programming paradigms. Advances in distributed computing technologies has given rise to use of agents that can model distributed problem solving. Besides, object-oriented programming paradigm introduced important concepts into software development process which are used in structuring agent-based approaches. With the explosive growth of information sources available on the Internet, and on the business, government, and scientific databases, it has become increasingly necessary for users to utilize automated and intelligent tools to find the desired information resources, and to track, analyze, summarize, and extract “knowledge” from them. These factors have given rise to the necessity of creating server-side and client-side intelligent systems that can effectively mine for knowledge. Therefore, the inherent parallelism and complexity of the classification and discovering patterns from large amounts of data can be delegated to intelligent software agents.

II. INTELLIGENT AGENT

Intelligent Agents are defined as software or hardware entities that perform some set of tasks on behalf of users with some degree of autonomy. In order to work for somebody as an assistant, an agent has to include a certain amount of intelligence, which is the ability to choose among various courses of action, plan, communicate, adapt to changes in the environment, and learn from experience. In general, an intelligent agent can be described as consisting of a sensing element that can receive events, a recognizer or classifier that determines which event occurred, a set of logic ranging from hard-coded programs to rule-based inferencing, and a mechanism for taking action. Other attributes that are important for agent paradigm include mobility and learning. An agent is mobile if it can navigate through a network and perform tasks on remote machines. A learning agent adapts to the requirements of its user and automatically changes its behavior in the face of environmental changes. For learning or intelligent agents, an event-condition-action paradigm can be defined. In the context of intelligent agents, an event is defined as anything that happens to change the environment or anything of...
Data mining is defined as the process of extracting valid, information from large databases and using it to make previously unknown, comprehensible, and actionable distinguish human from machine, only on the basis of follows: a human judge engages in a natural language machine's ability to demonstrate intelligence. It proceeds as based on the Turing test. Alan Turing undertook a test of artificial intelligence. Artificial intelligence (AI) systems in data mining, such as machine learning, belong to the field may be inferred from different types of data. Methods used statistics, as well as machine learning while the patterns cannot distinguish between human and machine, than the machine may be considered as intelligent. The AI approach can be split into two main approaches – Symbolic (Conventional) AI and Sub symbolic AI (Computational intelligence). Conventional AI uses logic and rules to make decisions. Examples of conventional AI techniques are expert systems and Bayesian networks. It is a top-down approach. Computational Intelligence (soft computing) takes inspiration from biological mechanisms and uses a bottom-up approach. Examples of computational intelligence techniques used in economic application are neural networks, genetic algorithms, fuzzy systems etc.

IV. METHODS SHARED IN DATA MINING AND AI
AI research is concerned with the principles and design of rational agents, and data mining systems can be good examples of such rational agents. Most AI research areas have concentrated on the development of symbolic and heuristic methods to solve complex problems efficiently. These methods have also found extensive use in data mining.

- **Symbolic computation.** Many data mining algorithms deal with symbolic values. As a matter of fact, since a large number of data mining algorithms were developed to primarily deal with symbolic values, discretization of continuous attributes has been a popular and important topic in data mining for many years, so that those algorithms can be extended to handle both symbolic and real-valued attributes.

- **Heuristic search.** As in AI, many data mining problems are NP-hard, such as constructing the best decision tree from a given data set, and clustering a given number of data objects into an optimal number of groups. Therefore, heuristic search, divide and conquer, and knowledge acquisition from multiple sources have been common techniques in both data mining and machine learning.

V. CHALLENGES OF DATA MINING
DM is a relatively new field and there are many challenges to be faced. Extracting useful information from data can be a complicated and sometimes a difficult process.

i) Ability to handle different types of data
Many database systems have complex data types, such as hypertext, multimedia data, and spatial data. If a DM technique is robust and powerful, it should be able to perform effective DM on various types of data structures.
Though ideal, it is impractical to expect a DM technique to handle all kinds of data and to perform different goals of DM effectively. In general, a specific DM system is built for mining knowledge from a specific kind of data. 

ii) Graceful degeneration of DM algorithms

The DM algorithms should be efficient and scaleable. The performance of the algorithm should degenerate gracefully. In other words, the searching, mining, or analyzing time of a DM algorithm should be predictable and acceptable as the size of the database increases.

iii) Valuable DM results

DM system should be able to handle noise and exceptional data efficiently. The discovered information must precisely depict the contents of the database and be beneficial for certain applications. Also, the quality of the discovered information should be interesting and reliable.

iv) Representation of DM requests and results

DM identifies facts or conclusions based on sifting through the data to discover patterns or anomalies. To be effective, the systems should allow users to discover information from their own perspectives and the information should be presented to the users in forms that are comfortable and easy to understand. High level query languages or graphical user interface is required to express the DM requests and the discovered information. End users should be able to specify task commands for the DM system and the results from the DM system should be understandable and usable.

v) Mining at different abstraction levels

It is very difficult to specify exactly what to look for in a database or how to extract useful information from a database. Besides, the value of a piece of information is in the eyes of the beholder ± one person’s “gold mine” could easily be another person’s garbage. To facilitate the mining process, the systems should allow the users to mine at different abstraction levels. For example, a high-level query might disclose an interesting trace that warrants further exploration. Thus, it is important for DM tools to support mining at different levels of granularity.

vi) Mining information from different sources of data

In the ages of the Internet, Intranets, Extranets, and data warehouses, many different sources of data in different formats are available. Mining information from heterogeneous database and new data formats can be challenges in DM. The DM algorithms should be flexible enough to handle data from different sources.

vii) Protection of privacy and data security

DM is a threat to privacy and data security because when data can be viewed from many different angles at different abstraction levels, it threatens the goal of keeping data secured and guarding against the intrusion on privacy. For example, it is relatively easy to compose a profile of an individual (e.g. personality, interests, spending habits, etc.) with data from various sources.

VI. ROLE OF AI IN DATA MINING

In addition to machine learning, other AI fields can potentially contribute significantly to various aspects of the data mining process. We mention a few examples of these areas here:

Natural language presents significant opportunities for mining in free-form text, especially for automated annotation and indexing prior to classification of text corpora. Limited parsing capabilities can help substantially in the task of deciding what an article refers to. Hence, the spectrum from simple natural language processing all the way to language understanding can help substantially. Also, natural language processing can contribute significantly as an effective interface for stating hints to mining algorithms and visualizing and explaining knowledge derived by a KDD system.

Planning considers a complicated data analysis process. It involves conducting complicated data-access and data-transformation operations; applying preprocessing routines; and, in some cases, paying attention to resource and data-access constraints. Typically, data processing steps are expressed in terms of desired postconditions and preconditions for the application of certain routines, which lends itself easily to representation as a planning problem. In addition, planning ability can play an important role in automated agents to collect data samples or conduct a search to obtain needed data sets.

Intelligent agents can be fired off to collect necessary information from a variety of sources. In addition, information agents can be activated remotely over the network or can trigger on the occurrence of a certain event and start an analysis operation. Finally, agents can help navigate and model the World-Wide Web, another area growing in importance.

Uncertainty in AI includes issues for managing uncertainty, proper inference mechanisms in the presence of uncertainty, and the reasoning about causality, all fundamental to KDD theory and practice.

Knowledge representation includes ontologies, new concepts for representing, storing, and accessing knowledge. Also included are schemes for representing knowledge and allowing the use of prior human knowledge about the underlying process by the KDD system. These potential contributions of AI are but a sampling; many
others, including human computer interaction, knowledge-acquisition techniques, and the study of mechanisms for reasoning, have the opportunity to contribute to KDD.

VII. APPLYING MACHINE LEARNING TECHNIQUES IN DATA MINING

Machine Learning (ML) Techniques define the ability of a computing machine to improve its performance based on previous results, as arising from the current trends in research publications. Currently its applications to real life problems are extensively developed. Figure 1 presents a list of Machine Learning techniques currently used for data mining problems.
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From the point of view of applications to DM tasks, ML techniques can be categorized by their usability, performance and impact:

1. **Artificial Neural Networks for DM**: ANN is widely used for DM tasks in many disciplines such as pathology, biology, statistics, image processing, pattern recognition, optimising of numerical analysis as well as controlling systems.

2. **Genetic Algorithms for DM**: Genetic Algorithms, generally evolutionary computation techniques are well-known solving approaches for DM problems in chemistry, biotechnology, movement prediction, bioinformatics and adaptive control for working systems.

3. **Inductive Logic Programming for DM**: ILP is shows a restricted area of applications, comparing with other machine learning techniques; however, it has been applied to diagnosis (diseases diagnostic), classification and clustering problems, controlling robotics systems etc.

4. **Rule Induction for DM**: Symbolic rule induction shows some applicability for optimisation (a good example would be Semantic query optimisation).

5. **Decision Trees for DM**: DT is a powerful DM tool to solve problems in most of real world cases (prediction, classification etc.). Moreover, by using decision tree induction process, control rules can be derived.

6. **Instance-based Learning Algorithms for DM**: Instance-Based Learning (IBL) is defined as the generalizing of a new instance to be classified from the stored training examples, which is widely used for classification tasks.

VIII. INTELLIGENT AGENT DECISION TECHNOLOGIES

A novel aspect of our work is the use of intelligent decision techniques using data filtering through a supervised or unsupervised feature selection algorithm to select significant features followed by a classifier to improve the performance of data mining. In particular, we investigate the combination of Decision trees, principal component analysis, SPegasos (Stochastic variant of Piramol estimated subgradient solver in SVM), END, Random Forest and Grading for this purpose, which are briefly discussed below.

**Decision Trees**

In this, the target concept is represented in the form a tree, where the tree is built by using the principle of recursive partitioning. In this, attributes are selected as a partitioning attribute or as a node based on the information gain criteria and then the process continues repeatedly for every child node until all attributes are considered and a decision tree is constructed. Some pruning techniques may further be considered so that the size of the tree is reduced and the overfitting is thereby avoided.

**Principal Component Analysis (PCA)**

PCA is an unsupervised feature selection based on multivariate statistics and its basic idea is to seek a projection that represents the data in a best possible way in a least-square sense to provide dimensionality reduction. Many researchers pointed out that PCA, which is also known as Karhunen-Loeve transformation in pattern recognition is not found suitable in feature extraction in classification process for the non inclusion of discriminatory information in calculating the optimal rotation of the feature axes.

**Stochastic variant of Piramol estimated sub-gradient solver in SVM (SPegasos)**

SPegasos implements the stochastic variant of the Pegasos (Primal Estimated sub-GrAdient SOlver for SVM). This implementation globally replaces all missing values and transforms nominal attributes into binary ones. It also
normalizes all attributes, so the coefficients in the output are based on the normalized data.

**END**

**END (Ensembles of Balanced Nested Dichotomies for Multi-class Problems)** is a Meta classifier for handling multi-class datasets with 2-class classifiers by building an ensemble of nested dichotomies.

**Grading**

In this type of Meta classifier, the base classifiers are graded to enhance the performance of IDS. We use “graded” predictions (i.e., predictions that have been marked as correct or incorrect) as meta-level classes. For each base classifier, one Meta classifier is learned whose task is to predict when the base classifier results in error. Hence, the way stacking viewed as a generalization of voting, grading may be viewed as a generalization of selection by cross-validation and therefore fills a conceptual gap in the space of meta-classification schemes.

**Random Forest (RF)**

Random forest is an ensemble of unpruned classification or regression trees, induced from bootstrap samples of the training data, using random feature selection in the tree induction process. Prediction is made by aggregating the predictions of the ensemble by majority voting for classification. It yields generalization error rate and is more robust to noise. However, similar to most classifiers, RF can also suffer from the curse of learning from an extremely imbalanced training data set. As it is constructed to minimize the overall error rate, it will tend to focus more on the prediction accuracy of the majority class, which often results in poor accuracy for the minority class.

**IX. ANALYZING AND INTERPRETING DATA**

The market environment is continuously changing and demands adequate decision-making from economists - which depends on the application of information technologies. Integrating data and extracting knowledge from the market environment is always complex; in fact, this requires sufficient modeling techniques. maintain that the world “is data rich and information poor”, due to the vast amounts of data which are collected but not transformed into information. If this is the case, it could be due to failure to use adequate techniques and technologies to analyze and interpret such data. Thus the data mining implementation phase is critical since there are several techniques that can be considered, especially with the incorporation of AI.

**Knowledge representation** Data mining seeks to discover interesting patterns from large volumes of data. These patterns can take various forms, such as association rules, classification rules, and decision trees, and therefore knowledge representation becomes an issue of interest in data mining, for instance, trend discovering.

**Knowledge acquisition** The discovery process shares various algorithms and methods with machine learning for the same purpose of knowledge acquisition from data, or learning from examples, for instance, inductive logic and decision trees.

**Knowledge inference** The patterns discovered from data need to be verified in various applications and so deduction of mining results is an essential technique in data mining applications”, for instance, prediction or forecasting. These three techniques are considered the most common ones associated with AI. This paper established that the most important factor is the integration of artificial intelligence into data warehousing or rather the methodologies that embody AI perspectives.

**X. PROPOSED METHODOLOGY**

The framework for the proposed architecture is shown in Fig 2 below. Author describes that first of all we have to collect the data sets from various sources. In this, we propose to use combining classifier strategy in order to make intelligent decisions. In this, the data filtering is done
after adding supervised classification or unsupervised clustering to the training dataset. Then the filtered data is applied to the final classifier methods to obtain the final decision. After getting the final decision we can keep all the decisions into the decision support system which is very useful to make decisions.

XI. CONCLUSION

The author stated that with using the above proposed software we can predict and solve enormous applications. Knowledge discovery from large volumes of data is a research frontier for both data mining and AI. Knowledge engineering in the 21st century is critical given the huge sums of money invested in business. In business contexts, decision-making requires rich information that can be attained through decision-making support systems. AI has the ability to extract information from the data. Failure to implement such systems can result in organizations making executive decisions based on false alarm prediction, with repercussions that might be detrimental and irreversible. The paper emphasizes the appropriate approach toward designing and implementing AI into data warehousing and data mining. Evidence indicates that there are challenges in relation to knowledge discovery from data, due to lack of application of AI techniques to analyze and interpret the vast amounts of collected data. Notwithstanding, AI techniques that have the ability to address these challenges were highlighted. In fact, it was put forward that these techniques are applicable as per domain since each has been developed to address problems of a specific domain: for example, financial domain, health domain and agricultural domain. In this paper, we investigated some intelligent decision technologies using data filtering by adding supervised or un-supervised methods along with a classifier to make intelligent decisions to support the business organizations.
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