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Abstract— In order to meet the needs of process inspection technology 

for industrial equipment, image recognition technology based on deep 

learning has shown great potential in the field of welding defects. In 

this paper, an improved YOLOv8 algorithm is proposed to improve the 

welding defect identification ability of the workpiece. Through 

experimental verification on selected data sets in kaggle, this study 

evaluates the detection performance of YOLOv8 improved algorithm 

that integrates SCConv in C2f module at Backbone level. The 

experimental results show that the improved YOLOv8 has improved the 

accuracy of welding defect detection compared with the traditional 

version, and has certain application potential.  

 

I. INTRODUCTION 

In the field of industrial equipment, welding process is 

an important technical requirement, good welding 

technology can ensure the solidity and integrity of welded 

joints, avoid product quality problems and safety hazards 

caused by welding defects, at the same time, improve 

production efficiency, reduce production costs in large 

engineering projects, welding process can significantly 

affect the cost and schedule of the project. Some welding 

processes can achieve automatic welding, improve 

production efficiency and product quality, reduce labor 

costs and energy consumption, and in the welding process 

due to material properties, process parameters, equipment 

status and other factors, there may be cracks, pores, slag 

and other welding defects, if these defects are not found 

and treated in time, It may lead to product failure or even 

safety accidents during use. Through welding defect 

detection, these defects can be found and dealt with in 

time, thereby preventing potential quality problems and 

safety hazards. 

The traditional detection process is mainly manual 

detection after the equipment is welded by the workers, 

and this method is not only time-consuming and labor-

intensive, but also leads to workers' inattention during a 

long time working, resulting in some defects not being 

discovered [1]. Some researchers use relevant physical 

information to detect welding defects, such as Droubi [2] 

et al. Defects in carbon steel welds can be detected and 

identified by evaluating information such as peak 

amplitude and RMS value. Y [3] et al. studied pulsed 

induction thermal imaging (PIT) for detecting hidden 

defects in stainless steel welds, while Bebiano [4] et al. 

proposed a new detection mode, which simulated the data 

of relevant welding defects by using interference arc. The 

disturbance generated by the simulated arc is captured by 

the spectrometer, and then the correlation detection 
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algorithm is used to indicate the existence and location of 

these defects. 

With the continuous development of deep learning 

technology, many researchers begin to use deep learning 

technology for non-destructive testing of welding defects, 

especially in computer vision and algorithms. For 

example, (H [5], Bing Zhu [6], Yang [7], R [8]) and others 

use relevant neural network models to detect welding 

images after X-ray processing. Liu et al. proposed an 

improved and optimized fast multipath vision transformer 

(FMPVIT) framework for welding defect detection and 

identification [9], Li [10] et al. designed a welding defect 

detection method based on cross-layer feature fusion, and 

used an irregular long weld extraction algorithm based on 

drift gauss to improve efficiency and accuracy. Oh et al, 

[11] proposed a FAST R-CNN automatic detection method 

for welding defects based on deep learning. In 2016, 

Joseph Redmon et al. proposed a one-stage object 

detection network [12], which has the advantage of fast 

detection speed and can process about 45 frames of images 

per second. The author named it You Only Look Once, 

Therefore, the first generation of YOLO algorithm was 

born [13]. The core idea of YOLO algorithm is to 

transform the object detection task into a regression 

problem, and use convolutional neural network to infer 

images directly to achieve real-time object detection. Now 

YOLO series algorithms have been updated for many 

generations and are widely used in the field of target 

detection. For object surface defect detection, Hatab [14] 

et al proposed a steel surface defect detection system based 

on YOLO algorithm, and Zhao [15] et al proposed a model 

named LDD-YOLO based on YOLOv5 for steel surface 

defect detection. M [16] et al. designed a YOLO-HMC 

network, which realized more accurate and efficient 

identification of micro-sized PCB board defects with fewer 

model parameters. Gao [17] et al. improved the YOLOv5 

algorithm. RepVGG module, NAM and lightweight 

uncoupled head RD-Head are introduced to improve the 

detection performance of the algorithm and are applied to 

weld feature detection. While Light-YOLO-Welding, a 

new type of lightweight detector based on improved 

YOLOv4 developed by L [18] et al., is used to detect weld 

feature points. In this study, we proposed an improved 

YOLOv8 welding defect detection algorithm based on 

YOLOv8 target detection algorithm. The experimental 

results show that the detection accuracy of the improved 

algorithm is improved, and the performance of various 

indexes is good. 

 

 

 

II. INTRODUCTION TO EXPERIMENTAL 

MODEL 

YOLOv8 is a new generation of object detection 

algorithm introduced by ultralytics for real-time object 

detection. Based on the previous YOLO version, YOLOv8 

introduced new features and optimizations, including a 

more complex network architecture, a more optimized 

training flow, and a more powerful feature extraction 

capability [19]. 

Its general architecture is composed of Backbone 

(backbone network), Neck (neck network) and Head (head 

network), and its network structure is shown in Figure 1: 

 

Fig.1: YOLOv8 network structure diagram 

 

Backbone is responsible for feature extraction. It 

adopts a series of convolutional and deconvolution layers 

to extract feature information of different levels from input 

images. Using ResNet' s idea for reference, Backbone uses 

residual connections to reduce the size of the network, 

reduce the computational complexity and the number of 

parameters, and improve the running speed and efficiency 

of the model [20]. In this part, the C2f module is adopted 

as the basic constituent unit, and new structures and 

improved technologies are introduced, such as Depthwise 

Separable Convolution and DilatedConvolution, etc., to 

further optimize the capability of feature extraction and 

make the extracted features more representative and 

differentiated. So the target detection task can be carried 
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out better. Compared with C3 module of YOLOv5, C2f 

module has fewer parameters and better feature extraction 

capability. It is the foundation and key component of the 

whole model, which provides strong support for the 

subsequent Neck and Head network parts, and jointly 

realizes the efficient and accurate target detection task. 

Through multi-scale feature fusion, SPPF module in 

YOLOv8 pooled, splicing and fused feature maps of 

different scales, effectively expanded the sensitivity field 

and extracted rich information. By optimizing the 

algorithm, the computational load was reduced, the 

accuracy was improved by using large kernel convolution, 

and the detection ability of targets of different sizes was 

enhanced, thus improving the performance and robustness 

of the model. 

   

Fig.2: Comparison between SPP module and SPPF 

module 

 

SPP works by concatenating inputs with three parallel 

MaxPool layers. The three MaxPool tiers typically use 

5*5, 9*9, and 13*13 kernels. This allows features at 

different scales to be captured at the same time, thereby 

reducing identification errors due to changes in the scale of 

the input image. SPPF, on the other hand, connects three 

MaxPool layers with 5*5 kernel in series, and then 

combines them together through residual connection, 

which reduces the redundant calculation between feature 

graphs and improves the reasoning speed of the model 

[21]. 

The Neck part is responsible for multi-scale feature 

fusion, which enhances the feature representation ability 

by fusing feature maps from different stages of Backbone. 

The deep feature map carries stronger semantic features 

and weaker positioning information. Shallow feature maps 

carry strong positional information and weak semantic 

features [22]. Yolov8 uses PAN-FPN (Path Aggregation 

network-feature Pyramid Network) as its Feature Pyramid 

Network, and fuses feature maps from different stages of 

the backbone network to form feature maps with more 

semantic information and multi-scale perception. Through 

bottom-up and top-down path aggregation, feature maps of 

different scales are fused to achieve cross-scale 

information transfer, which further enhances the 

representation of multi-scale features and improves the 

detection ability of the model for objects of different sizes 

and shapes [23]. At the same time of feature fusion, the 

Neck network can further process and fuse the splicing 

features through modules and structures such as 

convolutional layer and residual connection, and extract 

more representative feature information, so that the model 

can identify and locate the target more accurately and 

improve the accuracy of target detection [24]. Hierarchical 

feature selection and fusion mechanisms are also 

introduced, such as the application of the latest lightweight 

neck network structures such as HS-FPN, which further 

reduces the number of model parameters and 

computational complexity, while improving the model 

performance. 

Compared with YOLOv5 and YOLOv6, YOLOv8 

removes the convolutional layer structure in the up-

sampling stage of PAN-FPN and directly feeds the features 

output in different stages of Backbone into the up-

sampling operation. The C3 module and RepBlock were 

also replaced with the C2f module [25]. The number of 

parameters and computational complexity of the model are 

reduced, and the computational efficiency is improved. 

   

Fig.3: Comparison of YOLOv5, YOLOv6 and YOLOv8 

Backbone 

 

The Head part is responsible for further processing and 

integration of multi-scale features after neck network 

fusion, that is, the final target detection and classification 

task. The anchor-based is improved to Anchor-free, which 

does not rely on predefined Anchor frames, and flexibly 

processes targets of different sizes and shapes by directly 

predicting the position and shape of the target on the image 

or feature map [26]. The number of box prediction is 

reduced, the training process is simplified, and the 

flexibility and accuracy of detection are improved. The 

detection head consists of a series of convolutional and 

deconvolution layers that are used to generate detection 

results. It can accurately locate objects in the input image, 

predict the boundary box regression value of each anchor 

box and the confidence of the existence of the target, so 

that the model can accurately determine the location range 

of objects in the image [27]. The classification head uses 

Global Average Pooling to process each feature map, 

reduce the dimension of the feature map, analyze the 
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extracted features, judge the probability that the target in 

the image belongs to each category, and achieve accurate 

classification of the target. Finally, after non-maximum 

suppression processing, the threshold is adjusted by 

adaptive adjustment. The boundary box with the highest 

confidence is retained, the duplicate detection box is 

removed, the false detection and missing detection are 

reduced, and the detection accuracy is effectively 

improved. 

 

III. ALGORITHM IMPROVEMENT AND 

OPTIMIZATION 

YOLOv8 mainly uses convolutional neural networks as 

the main means of feature extraction. The key information 

of the target detection task, such as the edge, texture, shape 

and other features of the object, is extracted from the input 

image, so as to carry out accurate target recognition and 

positioning. This process converts the original high-

dimensional image data into low-dimensional feature 

vectors, which not only simplifies the complex data, but 

also reduces the amount of computation, significantly 

improves the training and inference efficiency of the 

model, and enhances the generalization ability of the 

model. By learning more representative and general 

features, Yolov8 can adapt to work on different scenarios 

and data sets, so that it can maintain excellent performance 

in different environments and achieve efficient and 

accurate detection results. 

C2f module is a convolutional neural network module 

for feature extraction. By fusing feature maps from 

different levels, the model can make use of both details 

and semantic information, so as to better capture complex 

features in images, improve the accuracy of target 

detection, and retain rich gradient flow information [28]. 

However, stacking operation may cause the problem of 

channel information redundancy, and the use of a general 

convolution kernel may affect the detection of the receptor 

field, which may lead to the omission of target detection in 

complex scenes, especially when there is a lot of 

background interference, multiple detection targets or 

occlusion. 

Spatial and Channel Reconstruction Convolution 

(SCConv) is a new convolutional neural network (CNN) 

module, which aims to improve the compression efficiency 

and feature representation capability of CNN by reducing 

the space and channel redundancy of features [29]. The 

module is composed of space reconstruction unit (SRU) 

and channel reconstruction unit (CRU). SRU supplants 

spatial redundancy through separation and reconstruction 

operations, while CRU adopts split-transform-fusion 

strategy to reduce channel redundancy [30]. 

 

Fig.4: SCConv module structure diagram 

 

SRU first receives input feature X, reduces the scale 

difference between feature maps through group 

normalization, then generates weights to weight features, 

separates features into multiple subsets, and finally 

generates refined spatial feature output through 

transformation and recombination [31]. CRU is 

responsible for segmentation and compression of SRU 

output features, using 1×1 convolution kernel to reduce the 

number of channels, then extracting "rich features" 

through GWC and PWC operations, and finally using 

SKNet method to adaptively merge these features to obtain 

channel extracted feature Y [32]. These two units work 

together to not only reduce redundant features, but also 

improve the performance of the model and the efficiency 

of feature characterization. 

 

Figure 5: SRU structure 

 

Fig.6: CRU structure diagram 

 

SCConv as a plug-and-play architecture unit, we 

replace the general convolution in the Cf2 module with the 

SCConv module as shown in Figure 7: 
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Fig.7: Improved Cf2 module structure 

 

General convolution unified processing of all areas and 

features of the image, it is difficult to distinguish important 

differences, may pay too much attention to insignificant 

features and ignore welding defect related features, 

resulting in redundant information. SCConv, with its 

spatial and channel reconstruction capabilities, can extract 

welding defect related features in a targeted manner, 

highlight important information, make the network more 

focused on key features, and improve detection accuracy 

[33]. 

In the field of welding defect detection, general 

convolution has many limitations. In the face of weld 

defects of different types, scales and environments, it is 

unstable, difficult to adapt to changes, and the 

generalization ability is limited. For example, in actual 

industrial scenarios, the shape, size and ambient light 

conditions of welding defects are different, and general 

convolution cannot effectively deal with these complex 

and changeable situations. Moreover, the features 

extracted by general convolution are relatively simple, and 

it is difficult to capture the fine and complex structural 

information of weld defects. It is easy to be ignored when 

detecting some tiny cracks or defects hidden in complex 

background, resulting in the accuracy of detection is 

affected. The SCConv module, with its special structural 

design, can better adapt to various welding defects. By 

learning more representative and robust feature 

representations, the detection effect of changing weld 

defects is good, and the reliability of the model in practical 

industrial applications is improved. At the same time, 

SCConv can better capture key information such as shape, 

texture and edge of weld defects by simultaneously 

reconstructing space and channel dimensions, and form a 

more discriminating feature representation, which is 

conducive to accurate detection and identification of 

welding defects. In addition, in terms of computational 

efficiency, general convolution processing of high-

resolution welding images requires a large amount of 

computation and is slow. SCConv can effectively 

decompose and reassemble feature maps, reduce 

unnecessary computation operations, improve computing 

resource utilization while maintaining attention to 

important features, and realize faster detection speed, 

which is conducive to real-time detection in industrial 

production. 

 

IV. EXPERIMENT AND RESULT ANALYSIS 

4.1 Experimental environment and experimental data 

The open data set was selected from the kaggle website 

and the selected images were annotated by the labelimg 

tool. The data set contained more than 3000 images, and 

two types of data -good welding and bad welding - were 

divided into training set, verification set and prediction set 

in proportion. Among the selected data, welds such as 

edge bite, burn through, wrong edge, crater, porosity and 

crack are classified as bad weldinng, while the rest are 

good welding. Part of the data to be tested is shown in 

FIG.  

 

Fig.8: part of the data image to be detected 

The research model development language is Python, 

the deep learning frame is Pytorch1.4.0, the CUDA 

version is 11.18.  
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4.2 Experiment and result analysis 

To verify the improved performance of YOLOV8 

model, Precision, Recall, Average Precision (AP, Average 

Precision) and average precision (mAP, average precision) 

were selected in this experiment. mean Average Precision) 

as a key evaluation indicator. Among them, the accuracy 

rate directly reflects the correct proportion of the model 

prediction, which is a direct reflection of the overall 

accuracy. The recall rate focuses on the sensitivity of the 

model to positive instances and reveals the ability of the 

model to capture the target. By synthesizing the accuracy 

of different recall rates, the performance of the model 

under various thresholds was evaluated. The mean average 

accuracy provides a uniform standard for measuring the 

average performance of the model across all categories, 

thus more fully reflecting the overall effect of the model. 

Although these four indicators have different focuses, they 

are interrelated and provide strong support for the 

optimization of the model and the improvement of the 

prediction accuracy. 

 

Fig.9: Feedback curve of the improved Precision-

confidence curve 

 

Fig.10: Precision-confidence curve Feedback curve before 

improvement 

 

 

Table 1: Comparison of relevant experimental data 

Arithmetic Precision ratio Recall rate Map 

YOLOv8 0.398 0.392 0.212 

YOLOv8（

SCConv） 
0.627 0.5 0.471 

 

V. CONCLUSION 

In this experiment, we carried out the operation in strict 

accordance with the standard process. A suitable model 

environment is built to ensure the accuracy and stability of 

each parameter and configuration. All the required data 

sets are obtained legally from the Internet, and the data 

sets are from reliable and authoritative sources. When 

constructing relevant data sets, in order to reflect the 

diversity and representativeness of data, we selected 

experimental data sets with a large number of references, 

which could almost fully reflect various situations in 

practical application scenarios, and then trained the 

YOLOv8 detection algorithm after the introduction of 

SCConv based on these data sets. After data training, we 

evaluate the performance of the model. The results show 

that the precision of YOLOv8 detection algorithm after the 

introduction of SCConv reaches 0.627, which is indeed 

improved to a certain extent compared with the accuracy 

of 0.398 before the improvement, indicating that the 

introduction of SCConv can optimize the detection ability 

of the algorithm to a certain extent. However, although we 

used a large number of experimental data sets in data 

selection, the actual experimental results show that the 

improved algorithm does not perform well in welding trace 

detection. This may mean that there are still some 

problems in data processing and data selection that have 

not been discovered or solved. In view of this situation, in 

the following research, we will focus on the two 

perspectives of data processing and data selection, in-depth 

analysis of possible problems, and explore corresponding 

optimization strategies to further improve the performance 

of the algorithm in welding trace detection, so that it can 

better meet the needs of practical applications. 
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