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Abstract — In this work, we perform a comparative study of some of the most well-known approaches
for solving the system of algebraic equations, obtained by discretizing the governing equations using
the Finite Volume Method, for a three-dimensional two-phase (water-oil and water-gas) flow in an oil
reservoir. We consider that the flow is isothermal, the fluids immiscible, and we take into account the
compressibility of the fluid and the porous matrix. We also use a model of well-reservoir coupling for
specified flow rates of injection and production. The solution strategies considered are the Fully Implicit
Method, the IMPES Method, the Sequential Method, and a Picard-Newton Method, which represents the
main contribution of this work. To illustrate the accuracy of the methods, we considered a two-phase flow
in slab geometry, two-phase flow in a five-spot arrangement well, and gas production in a reservoir. For
the cases simulated here, the Picard-Newton Method was able to correctly reproduce the flow physics
with accuracy comparable to the other three methods.
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I. INTRODUCTION

The problems involving transport phenomena in
porous media find applications in different areas of
scientific and technological knowledge. To name
a few examples, we can cite the chemical indus-
try, environmental sciences (transport of contami-
nants in soil), geology, mechanical engineering, and
medicine [9]. This work focuses on a complex prob-
lem, which is the flow in petroleum reservoirs [23].

The mathematical models, for fluid flow in porous
media, consist of partial differential equations (PDEs).
Together with the appropriate boundary and initial
conditions (and the constitutive equations), these
equations describe the flow through reservoirs [16].
As the governing equations are nonlinear, and the di-
mensions of the reservoir are on the order of kilome-
ters, we have a complex phenomenon. Also, as the
properties generally vary within the reservoir, analyt-
ical methods of solution can only be used if physical
and mathematical simplifications are assumed. Nev-

ertheless, the validity of these simplifications is lim-
ited, especially when we consider applications such
as real three-dimensional flows [43]. Therefore, for
more realistic cases, it is necessary to use numeri-
cal methods to solve the governing partial differential
equations. In this context, since the 1960s, numerical
simulation of oil reservoirs has grown in importance in
the oil and gas industry [32].

In the 1950s the first simulators of oil reservoirs
appeared, and the petroleum industries started to use
computers and numerical analysis as design tools.
Nowadays, we use numerical simulation as a tool for
management planning, production forecasting, and
decision making [24]. The term “numerical reservoir
simulation” became commonly used in the 1960s, and
we have since applied the numerical simulation as
a tool of reservoir engineering to predict the perfor-
mance of reservoirs under different production sce-
narios. This branch of engineering deals with oil re-
serves and the improvement of oil recovery in the oil
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and gas industry, thus facilitating the decision-making
process in financial management [31]. Concerning
the numerical simulation, its main objective is to pre-
dict reservoir and well pressures, saturation (for mul-
tiphase flows), and composition (for a compositional
flow) when recovering hydrocarbons.

The nature of the fluid contained in oil reservoirs
strongly depends on the stage of the recovery pro-
cess. At the early stage, called primary recovery, the
reservoir generally contains a single-phase, gas or oil,
and the production is made by decompression of the
fluid and the rock without energy supplementation, by
an external source (although in practice this already
happens).

This stage ends when the reservoir pressure is no
longer sufficient to bring oil to the production wells.
Primary recovery usually leaves 70% to 85% of hy-
drocarbons in the reservoir. A fluid (usually water) is
injected into the reservoir (through injection wells) to
displace oil toward the production wells aiming to re-
cover some amount of this oil. This procedure serves
to maintain the pressure level and the flow in the
reservoir. In this process, called secondary recov-
ery, if the reservoir pressure is above the bubble point
pressure of the oil phase, there will be two immiscible
phases (water and oil). Otherwise, a gaseous phase
will also appear and will be in thermodynamic equi-
librium with the oil phase. In this case, we often as-
sume that there is no mass transfer between the water
phase and the other two phases (oil and gas). Nev-
ertheless, there will be mass transfer between the oil
and gas phases [16].

However, unfortunately, the secondary recovery
process has been successful in recovering up to 50%
of the initial oil amount [16]. Even if there is a large
amount of oil in the reservoir, at some point, the pro-
duction has to be interrupted since secondary en-
hanced recovery ceases to be economically viable
[29]. This situation is aggravated in the case of heavy
and viscous oil reservoirs since water is highly mobile
[16]. As is well known, in these cases, water tends
to flow through the paths of less resistance, forming
viscous fingers that can seriously reduce sweep effi-
ciency and compromise the recovery due to the earlier
breakthrough [3].

To try to recover the oil that remains in the reser-
voir after secondary recovery, have been developed
several methods. We classify these methods as mi-

crobiological, miscible, thermal, and chemical groups.
They are known as a tertiary recovery process, and
the flow is typically compositional [16].

Currently, even before the decline in production,
it is usual to inject water or gas at the beginning of
production, aiming to maintain high reservoir pres-
sure [33]. It is noteworthy that, presently, secondary
and tertiary terminologies are employed depending
on the type of process used. Thus, secondary recov-
ery means the injection of water or gas in the immis-
cible case, and tertiary recovery corresponds to the
other processes [33].

The main objective of this work is the comparative
study of some different numerical methods applied to
multiphase flow in porous media and a proposal of a
new approach. There are three well known traditional
approaches to solving nonlinear system of equations
for two-phase flows in oil reservoirs [51]:

1. The Fully Implicit (FI) Method (or Newton’s
Method).

2. The IMPlicit Pressure Explicit Saturation (IM-
PES) method.

3. The Sequential Method.

The Fully Implicit method [7, 22, 36, 67, 77, 56, 53,
4] is the most widely used in commercial simulators
in the oil industry [43]. In this method, transmissibili-
ties, capillary pressures, and source terms (wells) are
linearized and all unknowns are obtained simultane-
ously at each time step [14]. This numerical method is
unconditionally stable and allows the use of large time
steps, except for precision constraints. However, this
method leads us to solve large system of linear alge-
braic equations resulting in a large computational ef-
fort, particularly for highly refined meshes. The com-
putational implementation of the FI method is not a
trivial task compared to those of IMPES and Sequen-
tial methods.

When capillary effects are not preponderant
(weakly coupled equations) or when we use small
time steps, the decoupling of equations can lead to
numerical methods with better convergence proper-
ties [43]. Sheldon et al. [70], and later Fagin and
Stewart [34], developed the IMPES method [14, 56,
45, 53], which consists of implicitly solving the pres-
sure equation and explicitly the saturation equation
[21]. Capillary pressures and transmissibilities are
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evaluated explicitly in time n or time n+ 1 in a known
iteration (n + 1, v). It has the lowest computational
cost per iteration due to the decoupling of pressure
and saturation equations and the explicit saturation
calculation. Have been developed extensions of the
IMPES method [45, 20, 81, 76, 15, 39] and others,
based on it, have been proposed [21, 10, 12] for
the Black Oil Model [16, 7, 44, 78, 35, 42] and the
Compositional Model [16, 22, 41]. However, all these
methods suffer from numerical instability due to the
explicit calculation of the saturation and are subject
to a time step restriction of Courant–Friedrichs–Lewy
(CFL) type [18, 19, 38]. We also mention here the
Adaptive Implicit Method (AIM) that employs differ-
ent levels of implicitness in a different part of the do-
main. We may choose certain variables to be con-
sidered explicitly or implicitly, independently of the
choices in other regions, and this procedure may vary
from one time-step to the next [22, 72, 80, 37]. Re-
dondo et al. [68] recently discussed the efficiency of
the IMPES method for two-phase problems consider-
ing high-performance computing applications.

The Sequential method [43, 51, 2, 64, 46, 50] was
first applied to the Black Oil model by Watts [76]. The
pressure is calculated in the same way as in the IM-
PES method, followed by an implicit saturation calcu-
lation to improve the stability properties of the numer-
ical method. Recently, Correa and Murad [25] applied
a sequential method on the numerical simulation of
three-phase immiscible flow, including geomechanical
effects.

As the main contribution of this work, we apply a
Picard-Newton approach (named Hybrid Method) to
solve two-phase flow in a reservoir. In this method,
the pressure is determined implicitly as in the IMPES
method, but now saturation is obtained using a fully
implicit linearization [43, 32, 7], a Newton’s method
approximation. Differently from the recent contribu-
tion due to Wong et al. [79], here Newton’s method
is only applied for the water saturation equation, and
the pressure equation is solved using the Picard’s
method. Moreover, contrary to Wong et al. [79], no
particular hypothesis is considered concerning fluid
properties along with the iterative solution process.

II. PHYSICAL MODEL
Two-phase flow through a heterogeneous porous

medium is modeled by equations that represent the

conservation of mass, momentum, and energy. For
an isothermal flow, we use only the continuity equa-
tion and the modified Darcy’s law [7]. We also need to
consider that fluid and rock properties are a function
of pressure and saturation [33].

Now, we obtain the transport equation for each
phase. Thus, by using the modified Darcy’s law

vα = −krα
µα

k (∇pα − ραg∇D) , (1)

in the continuity equation

∂

∂t
(φραSα) +∇ · (ραvα)− q̇αm = 0, (2)

we obtain

∇ ·
[
ραkrα
µα

k (∇pα − ραg∇D)

]
=

∂

∂t
(φραSα)− q̇αm,

(3)

where α stands for the wetting (β) and non-wetting
(γ) phases, v is the seepage velocity, krα is the rela-
tive permeability, k is the permeability tensor, µ is the
viscosity, p is the pressure, ρ is the density, g is the
gravity magnitude, D is the vertical coordinate, φ is
the porosity, S is the phase saturation, and q̇αm is the
source term.

We can also rewrite Equation (3) as

∇ ·
[
krα
µαBα

k (∇pα − %α∇D)

]
=

∂

∂t

(
φSα
Bα

)
− qαsc (4)

where Bα = ραsc/ρα is the formation volume fac-
tor (FVF), ραsc is the density at standard conditions,
qαsc = q̇αm/ραsc, and %α = ραg. We assume that the
medium is saturated (Sβ + Sγ = 1), and pc = pβ − pγ
where pc is the capillary pressure.

We usually write these equations in terms of non-
wetting phase pressure and wetting phase satura-
tion [16]

∇ ·
[
krγ
µγBγ

k (∇pγ − %γ∇D)

]
=

∂

∂t

[
φ(1− Sβ)

Bγ

]
− qγsc (5)

and

∇ ·
[
krβ
µβBβ

k (∇pγ −∇pc− %β∇D)

]
=

∂

∂t

(
φSβ
Bβ

)
− qβsc. (6)
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Time derivative terms in Eqs. (5) and (6) can be
rewritten as

∂

∂t

[
φ(1− Sβ)

Bγ

]
=

[
φ

(
1

Bγ

)′
+

φ′

Bγ

]
(1− Sβ)

∂pγ
∂t

−
(
φ

Bγ

)
∂Sβ
∂t

(7)

and

∂

∂t

(
φSβ
Bβ

)
=

[
φ

(
1

Bβ

)′
+

φ′

Bβ

]
Sβ
∂pγ
∂t

+

(
φ

Bβ

)
∂Sβ
∂t

,

(8)

where φ′ =
dφ

dpγ
,
(

1

Bα

)′
=

d

dpγ

(
1

Bα

)
, α = β, γ [32],

and we consider that
∂pβ
∂t
≈ ∂pγ

∂t
[55].

2.1. Initial and boundary conditions
The mathematical model represented by Eqs. (5)

and (6) has no unique solution unless appropriate
boundary and initial conditions are specified.

The initial condition is given for an arbitrary time
instant t0 and, for example, it could be [16]

p
∣∣∣
t=t0

= p0(x, y, z), S
∣∣∣
t=t0

= S0(x, y, z), (9)

where p0 and S0 represent the pressure and satura-
tion values in the entire domain Ω at the initial time.

For numerical reservoir simulations, we can pre-
scribe initial pressures at a given reference depth,
and we use hydrostatic gradients and capillary effects
to determine the respective initial values at the other
depths [32].

We know that boundary conditions can be of three
types: Dirichlet, Neumann or Robin. In the Dirich-
let condition, we specify pressure or saturation at the
boundary ∂Ω [16]

p = pspe(x, y, z, t), S = Sspe(x, y, z, t). (10)

On the other hand, in the Neumann condition,
when we impose the flow across the boundary [16]

ρv · n = f(x, y, z, t) (11)

where n indicates the normal outward unit vector. For
an impermeable boundary f(x, y, z, t) = 0.

Lastly, the Robin boundary condition is a combina-
tion of the first two [16]

fpp+ fvρv · n = f(x, y, z, t) (12)

where fp, fv, and f are known functions.

2.2. Properties of fluid and rock
Important rock properties include porosity and per-

meability. Among the fluid properties of interest, we
can mention viscosity and formation volume factor.
It is also necessary to consider the variables arising
from fluid-rock and fluid-fluid interaction, such as cap-
illary pressure and relative permeability.

2.2.1. Fluid isothermal compressibility
In this work, water compressibility cw (psi−1) is es-

timated by [58]

cw =
1

7.033pw − 537T + 541.5sa + 403.3
(13)

where T is the temperature (oF), pw is the water pres-
sure (psi), and sa is the water salinity (g/L).

Oil compressibility co (psi−1) is calculated by [65]

co = 1.705× 10−7R0.69357
sob γ0.1885g γ0.3272API T 0.6729p−0.5906o ,

(14)

where Rsob is the solubility rate at the bubble point
(scf/STB), γg = ρgsc/ρasc is the gas phase density in
solution, ρgsc and ρasc are the density at standard con-
ditions of the gas and the air, respectively, po the oil
pressure and

γAPI =
141.5

γo
− 131.5 (15)

is the API gravity, and γo = ρosc/ρwsc is the oil phase
density, with ρosc and ρwsc standing for oil and water
densities at standard conditions.

2.2.2. Formation volume factor
For slightly compressible fluids, we use

Bα = Bαb exp[cα(pαb − pα)], (16)

where the subscript b indicates properties at the bub-
ble point.

Still, for gas, we use the real gas law [7], such that

Bg =
psc
Tsc

Z
T

pg
, (17)

where Z is the compressibility factor and we consider
that Zsc ≈ 1. This factor can be determined using [30]

Z = 1+c1(Tr)ρr+c2(Tr)ρ
2
r−c3(Tr)ρ

5
r+c4(Tr, ρr), (18)
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where the subscript r represents the reduced values
of density and temperature and

ρr = 0.27
pr
ZTr

, (19)

c1(Tr) = A1 +
A2

Tr
+
A3

T 3
r

+
A4

T 4
r

+
A5

T 5
r

, (20)

c2(Tr) = A6 +
A7

Tr
+
A8

T 2
r

, (21)

c3(Tr) = A9

(
A7

Tr
+
A8

T 2
r

)
, (22)

c4(Tr, ρr) = A10(1 +A11ρ
2
r)

(
ρ2r
T 3
r

)
exp(−A11ρ

2
r), (23)

where Ai are constants [30] to be provided, and
we use a Newton-Raphson method to calculate Z in
Eq. (18).

2.2.3. Viscosity
For undersaturated case (po > pob), oil viscosity µo

(cp) can be determined by [66]

µo = µob[1 + cµo(po − pob)], (24)

where cµo is the coefficient of variation of viscosity.
For the viscosity of the water µw (cp), we can con-

sider the following correlation [52]:

µw = µwb(0.9994 + cµwpw), (25)

where µwb is the water viscosity at 1 atm and reservoir
temperature, and cµw is the coefficient of variation of
viscosity.

In this work, we calculate the viscosity of the natu-
ral gas µg (cp) using the correlation of Lee et al. [48]:

µg = K × 10−4exp
(
XρYg

)
, (26)

where

K =
(9.379 + 0, 01607M)1.5

209.2 + 19.26M + T
, (27)

X = 3.448 +

(
986.4

T

)
+ 0.01009M, (28)

and

Y = 2.447− 0.2224X (29)

for ρg in g/cm3, T in oR and M in lbm/mol.

2.2.4. Porosity
We can model the variation of porosity as a func-

tion of pressure from a first-order approximation ex-
pression [16]

φ = φ0
[
1 + cφ(pγ − p0)

]
, (30)

where φ0 is the porosity at reference pressure and cφ
the rock compressibility.

2.2.5. Relative permeabilities and capillary pressure
Relative permeabilities are determined using a

Corey modified model [33]

krβ(Sβ) = krβmax

(
Sβ − Siβ

1− Siβ − Sγrβ

)nβ
(31)

for the wetting phase and

krγ(Sβ) = krγmax

(
1− Sβ − Sγrβ
1− Siβ − Sγrβ

)nγ
(32)

for the non-wetting phase. In these equations, Sβ
and Siβ are the saturation and irreducible saturation
of the wetting phase, respectively, Sγrβ is the resid-
ual saturation of the non-wetting phase and krβmax =

krβ(1− Sγrβ) e krγmax = krγ(Siβ).
Finally, the capillary pressure is estimated as a

function of the saturation of the wetting phase by a
power-law relation [33]

pc(Sβ) = pcmax

(
1− Sβ − Sγrβ
1− Siβ − Sγrβ

)npc
(33)

where pcmax = pc(Siβ).

III. FINITE VOLUME METHOD
The numerical solution of partial differential equa-

tions involves three main parts. Firstly, we discretize
the physical domain into small cells (finite volumes).
Then, we need to convert partial differential equations
and auxiliary conditions (initial and boundary condi-
tions) into algebraic equations. Finally, we must solve
a system of algebraic equations.

The governing equations can be discretized us-
ing conventional numerical methods, such as the Fi-
nite Difference Method (FDM) [59], the Finite Volume
Method (FVM) [60, 74] and the Finite Element Method
(FEM) [28], among others.

In this work, we choose to use the finite volume
method. This method is conservative since we inte-
grate the balance equations over each finite volume
and, therefore, local and global conversations are as-
sured regardless of the number of finite volumes [49].
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3.1. Space and time discretizations
Here, we emphasize that the governing equations

of the slightly compressible two-phase flow are in-
tegrated over each finite volume to obtain the dis-
cretized form of these equations.

For the sake of simplicity, we employ a compact
notation introduced by Patankar [60]. We consider a
three-dimensional finite volume, as shown in Fig. 1.

Fig. 1: A three-dimensional finite volume.

The node (or center of the cell) P has coordi-
nates (i, j, k) and its “neighbours” have coordinates
(i − 1, j, k) = W (West), (i + 1, j, k) = E (East),
(i, j − 1, k) = S (South), (i, j + 1, k) = N (North),
(i, j, k − 1) = B (Bottom) and (i, j, k + 1) = T (Top).
We identify the faces of the finite volumes by lower
case letters: (i − 1/2, j, k) = w, (i + 1/2, j, k) = e,
(i, j − 1/2, k) = s, (i, j + 1/2, k) = n, (i, j, k− 1/2) = b

and (i, j, k + 1/2) = t.
Next, we perform a time integration, from tn to

tn+1 = tn + ∆t, and over the finite volume (depicted
in Fig. 1) of governing Eq. (5)∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∇ ·
(

krγ
µγBγ

k∇pγ
)
dxdydzdt

−
∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∇ ·
[
krγ
µγBγ

k (%γ∇D)

]
dxdydzdt

=

∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∂

∂t

[
φ(1− Sβ)

Bγ

]
dxdydzdt

−
∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

qγsc dxdydzdt (34)

and we finally obtain the discretized form of the trans-
port equation (34), for p = pγ and S = Sβ ,

an+1
γW pn+1

W + an+1
γS pn+1

S + an+1
γB pn+1

B − an+1
γP pn+1

P

+an+1
γE pn+1

E + an+1
γN pn+1

N + an+1
γT pn+1

T − bn+1
γW DW

−bn+1
γS DS − bn+1

γB DB + bn+1
γP DP − bn+1

γE DE

−bn+1
γN DN − bn+1

γT DT = cn+1
γP

(
pn+1
P − pnP

)
+dn+1

γP

(
Sn+1
P − SnP

)
− qn+1

γsc (35)

where we determine pressure and saturation at the
P center of finite volumes. The coefficients aγF are
given by the transmissibilities Tγf at control volume
faces

aγF ≡ Tγf =

(
krγkdAd
µγBγδd

)
f

, (36)

where F stands for W,S,B,E,N and T , d stands for
x, y and z and f stands for w, s, b, e, n and t depend-
ing on the node, direction and interface. For example,
if we only consider the x-direction

aγW ≡ Tγw =

(
krγkxAx
µγBγδx

)
w

, (37)

aγE ≡ Tγe =

(
krγkxAx
µγBγδx

)
e

, (38)

and we use a similar procedure for the other direc-
tions. The other coefficients are given by

aγP = aγW + aγE + aγS + aγN + aγB + aγT , (39)

bγF ≡ %γfaγF , (40)

bγP = bγW + bγE + bγS + bγN + bγB + bγT , (41)

cn+1
γP ≡

VP
∆t

{[
φn+1
P

(
1

Bγ

)′
P

+
φ′P
BnγP

]
(1−SnP )

}
, (42)

dn+1
γP ≡ −

VP
∆t

(
φn+1
P

Bn+1
γP

)
, (43)

where δx, δy and δz are the distances between the
nodes in their respective directions x, y and z, and
Ax, Ay and Az are the cross-sectional area of control
volume faces, and VP = ∆x∆y∆z.
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On the other hand, we also integrate Eq. (6):

∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∇ ·
(

krβ
µβBβ

k∇pγ
)
dxdydzdt

−
∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∇ ·
(

krβ
µβBβ

k∇pc
)
dxdydzdt

−
∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∇ ·
[
krβ
µβBβ

k (%β∇D)

]
dxdydzdt

=

∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

∂

∂t

(
φSβ
Bβ

)
dxdydzdt

−
∫ tn+1

tn

∫ t

b

∫ n

s

∫ e

w

qβsc dxdydzdt (44)

and we obtain, for pc = pc(Sβ), p = pγ and S = Sβ ,

an+1
βW pn+1

W + an+1
βS pn+1

S + an+1
βB pn+1

B − an+1
βP pn+1

P

+an+1
βE pn+1

E + an+1
βN pn+1

N + an+1
βT pn+1

T − an+1
βW pcn+1

W

−an+1
βS pcn+1

S − an+1
βB pcn+1

B + an+1
βP pcn+1

P − an+1
βE pcn+1

E

−an+1
βN pcn+1

N − an+1
βT pcn+1

T − bn+1
βW DW − bn+1

βS DS

−bn+1
βB DB + bn+1

βP DP − bn+1
βE DE − bn+1

βN DN

−bn+1
βT DT = cn+1

βP

(
pn+1
P − pnP

)
+ dn+1

βP

(
Sn+1
P − SnP

)
−qn+1

βsc (45)

where

aβF ≡ Tβf =

(
krβkdAd
µβBβδd

)
f

, (46)

aβP = aβW + aβE + aβS + aβN + aβB + aβT , (47)

bβF ≡ %βfaβF , (48)

bβP = bβW + bβE + bβS + bβN + bβB + bβT , (49)

cn+1
βP ≡

VP
∆t

{[
φn+1
P

(
1

Bβ

)′
P

+
φ′P
BnβP

]
SnP

}
, (50)

dn+1
βP ≡

VP
∆t

(
φn+1
P

Bn+1
βP

)
. (51)

IV. NUMERICAL AND COMPUTATIONAL
ASPECTS

As is generally known [7, 13, 16], non-linear par-
tial differential equations describe two-phase flows in
porous media. Thus, the discretization of these equa-
tions results in a coupled system of non-linear alge-
braic equations. This system of non-linear equations
must be linearized if we want to use numerical meth-
ods appropriate for solving systems of linear equa-
tions [43].

4.1. Linearization
The non-linear terms, present in the governing

equations, include transmissibilities, capillary pres-
sures, coefficients of the transient terms and terms
of production/injection. We classify, in general, these
nonlinearities as weak or strong [32].

Formation volume factor, viscosity, and porosity
are associated with weak nonlinearities for liquids,
while relative permeability and capillary pressure are
related to strong nonlinearities. Therefore, transmissi-
bilities and productivity indexes incorporate both non-
linearities. For two-phase flows containing a gas
phase, strong nonlinearities also include the coeffi-
cients that depend on the pressure [32].

Here, we define the transmissibilities as

Tn+1
αf ≡

(
kdAd
δd

)
f

(
1

µαBα

)n+1

f

kn+1
rαf

, (52)

Also, we can use the general form:

Tn+1
αf = GfF

n+1
pf Fn+1

Sf , (53)

where Gf is a geometric term (does not depend on
the properties of the fluid), Fn+1

pf depends on the pres-
sure and Fn+1

Sf depends on the saturation.
To illustrate the Picard-type linearization method

[57] and the Fully Implicit method [73], we consider
Fn+1
pe and Fn+1

Se terms. We begin with the Picard iter-
ation,

Fn+1
pe ≈ Fn+1,v

pe , (54)

Fn+1
Se ≈ Fn+1,v

Se , (55)

for the time n+ 1 and the previous iteration v, and this
method is conditionally stable [7].
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For the Fully Implicit method we have

Fn+1
pe ≈ Fn+1,v+1

pe ≈ Fn+1,v
pe +

∂Fpe
∂pP

∣∣∣∣∣
n+1,v

δpn+1,v+1
P

+
∂Fpe
∂pE

∣∣∣∣∣
n+1,v

δpn+1,v+1
E , (56)

Fn+1
Se ≈ Fn+1,v+1

Se ≈ Fn+1,v
Se +

∂FSe
∂SP

∣∣∣∣∣
n+1,v

δSn+1,v+1
P

+
∂FSe
∂SE

∣∣∣∣∣
n+1,v

δSn+1,v+1
E . (57)

where the properties were considered to depend only
on the values in the adjacent cells (P and E). If we use
a first-order upwind method, one of the derivatives will
be null. The Fully Implicit method is unconditionally
stable [7].

The same procedure can be employed to deter-
mine the approximations at the faces w, n, s, t, and b
for both methods.

We employ the Picard method to evaluate the non-
linear terms that appear in the transient terms. We
should linearize the source terms by a method com-
patible with the linearization adopted for the nonlin-
earities present in transmissibilities [32].

4.2. Approximation of properties at the finite volume
faces

An interpolation technique is adopted since we de-
termine the transmissibilities on cell faces and the
pressure and saturation on cell centers. An arithmetic
mean, which is a second-order approximation [7], is
used to evaluate Fpf . For example,(

1

µαBα

)
e

=
1

2

[(
1

µαBα

)
E

+

(
1

µαBα

)
P

]
, (58)

also known as the central difference scheme [74].
For saturation-dependent terms, FSf , central dif-

ference scheme leads to the appearance of instability,
and upwind methods can be applied instead [7]. For
a first-order upwind technique,

krαe =

{
krαP if vxe ≥ 0,

krαE if vxe < 0,
(59)

where vxe is the flow velocity at the direction x at face
e. Higher-order upwind or TVD (Total Variation Dimin-
ishing) non-oscillatory methods can also be thought
of as alternatives [49].

A harmonic mean is used for Gf to determine the
absolute permeability [7] and, at the face e,

Ge =

(
kxAx
δx

)
e

=
kxeAxe
δxe

, (60)

where Ax is the area perpendicular to the flow and

kxe =
kxP kxE(∆xP + ∆xE)

kxP∆xE + kxE∆xP
. (61)

We can apply similar expressions to interpolate the
absolute permeability at the other faces.

4.3. Two-phase wellbore-reservoir coupling
One of the difficulties associated with wellbore

modeling in oil reservoir simulations is that the re-
gion in the vicinity of the well has the highest pres-
sure gradient, and it is much smaller than the usual
size of a finite volume in a computational mesh [17].
To overcome this difficulty, we employ a well-reservoir
coupling technique to relate reservoir grid pressure to
well pressure by introducing, for example, source or
sink terms and the productivity index. The most widely
used model for oil reservoir simulations is the equiva-
lent radius technique [62].

In this work, we assume that the well passes
through some cells (finite volumes) ψwell in the ver-
tical direction and that each cell c represents a part
of the well (c ∈ ψwell). To describe the well pressure
distribution as a function of time we need to know the
cell mean pressure (pγc ), the flow pressure at the face
of the formation (pwellc ), and the production/injection
rate for each phase: qγscc and qβscc .

We consider here production/injection wells with a
specified flow rate or pressure. Thus, in the cells con-
taining the well, there are additional unknowns:

1. The flow pressure (pwellc ) and the flow rate of
each of the phases (qγscc and qβscc ) if the total
production flow (qscsp ) is specified,

2. The production flow for each of the phases (qγscc
and qβscc ) and the total flow if we impose the
pressure,

3. The flow pressure (pwellc ) if we specify the injec-
tion flow (qβscsp ),

4. The injection rate (qβscc ) if the flow pressure is
imposed on the injection well,
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and we need an additional equation that relates the
unknowns in the cell and the well.

For each cell c, c ∈ ψwell, the flow rate of non-
wetting and wetting phases can be written, respec-
tively, as [5]

qγscc = −Jγc (pγc − pwellc) , (62)

and

qβscc = −Jβc (pγc − pcc − pwellc) , (63)

where Jα representing the productivity index

Jαc = Gwellc

(
krαc

µαcBαc

)
. (64)

For vertical wells (parallel to the z-direction), the geo-
metric factor Gwellc is given by [63]

Gwellc =
2π∆z

c

√
kxckyc

ln
(
reqc
rwell

) (65)

and

reqc = 0.28


√√

kyc/kxc∆x
2
c

+
√
kxc/kyc∆y

2
c

(kyc/kxc)
1/4

+ (kxc/kyc)
1/4

 ,
(66)

where reqc is the equivalent radius and rwell is the well
radius.

The total well flow rate, for each phase, is obtained
from the sum of all layers [32], that is,

qγscsp = −
∑

c∈ψwell

Jγc (pγc − pwellc) (67)

and

qβscsp = −
∑

c∈ψwell

Jβc (pγc − pcc − pwellc) . (68)

The total flow for the production wells corresponds
to the sum of all layers for both phases [32]:

qscsp =−
∑

c∈ψwell

Jγc (pγc − pwellc)

−
∑

c∈ψwell

Jβc (pγc − pcc − pwellc) . (69)

For injection wells, we assume that the mobility of
the injected fluid (water) is equal to the mobility of the
fluid in the reservoir [32]. Thus:

qβscc = −Jic (pγc − pcc − pwellc) , (70)

where Ji is the productivity index for the injection

Jic =
Gwellc
Bβc

(
krβc
µβc

+
krγc
µγc

)
. (71)

Once again, we obtain the total flow from the sum
of all the layers:

qβscsp = −
∑

c∈ψwell

Jic (pγc − pcc − pwellc) . (72)

For wells passing through multiple layers, we
adopt a reference level for the computation of the well
pressure and relate that pressure to the pressures of
the adjacent cells, considering the gravitational effects
and neglecting losses due to friction and inertia [32]

pwellc = pwellref + %̄αc (D
c
−Dref ) , (73)

where pwellc is the well pressure at D
c

level, pwellref
is the well reference pressure at reference level Dref

and %̄αc is the fluid specific weight determined with the
mean pressure.

Substituting Eq. (73) into Eqs. (62), (63) and (69),
we obtain, respectively,

qγscc = Jγcpwellref −Jγcpγc +Jγc %̄αc (Dc −Dref ) (74)

qβscc = Jβcpwellref − Jβcpγc + Jβcpcc

+ Jwc %̄βc (Dc −Dref ) (75)

and  ∑
c∈ψwell

(Jγc + Jβc)

 pwellref
−

∑
c∈ψwell

[(Jγc + Jβc)pγc ] = qscsp −
∑

c∈ψwell

(Jβcpcc)

−
∑

c∈ψwell

[(Jγc + Jβc)%̄αc (D
c
−Dref )] . (76)

Using now Eq. (73) in Eqs. (70) and (72) we ob-
tain, respectively,

qβscc = Jicpwellref − Jicpγc + Jicpcc

+ Jic %̄βc (Dc −Dref ) (77)

and ∑
c∈ψwell

Jic

 pwellref −
∑

c∈ψwell

(Jicpγc) = qβscsp

−
∑

c∈ψwell

(Jicpcc)−
∑

c∈ψwell

[Jic %̄βc (D
c
−Dref )] . (78)
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4.4. Conservative approaches to time derivatives
Nonconservative schemes can result in numerical

instability for strongly non-linear PDE’s (such as those
for two-phase flows) and will lead to a violation of the
mass balance [32]. Therefore, the difference

∆t

(
φSα
Bα

)
=

(
φSα
Bα

)n+1

−
(
φSα
Bα

)n
(79)

and we can write for a conservative expansion as

∆t

(
φSα
Bα

)
=

[(
1

Bα

)
Sα

]n
∆tφ+ φn+1Snα∆t

(
1

Bα

)
+

[
φ

(
1

Bα

)]n+1

∆tSα. (80)

We use Eq. (80) in the discretization of transient terms
in Eqs. (5) and (6), leading to discretized Eqs. (35)
and (45).

4.5. Time step estimation
The use of variable time steps (the highest possi-

ble) would be a wise strategy to reduce the number of
iterations to achieve convergence.

Let itn−1 be the number of iterations required for
the convergence with the time step ∆tn−1, [55] uses

∆tn =


0.75∆tn−1 if itn−1 > 20,

1.05∆tn−1 if itn−1 ≤ 3,

∆tn−1 otherwise,
(81)

to calculate the next time step for the IMPES method.
A similar but more flexible criterion is

∆tn =


ndecr∆tn−1 if itn−1 > itdecr,

nincr∆tn−1 if itn−1 ≤ itincr,
∆tn−1 otherwise,

(82)

where ndecr and nincr are the rates of decrease and
increase of the time step, itdecr is the previous min-
imum number of iterations required for the conver-
gence, and itincr is the maximum number of itera-
tions (itincr < itdecr). The time step is limited to a
maximum value, ∆tn ≤ ∆tmax. If the simulation does
not converge, the time step is decreased (for example,
halved), and the simulation continues.

4.6. Method of solving linear systems
An efficient method to solving a linear system

whose coefficient matrix is not symmetric is the Pre-
conditioned Biconjugate Gradient Stabilized Method
[75]. Algorithm 1 shows the sequence of operations

associated with the implementation of this method [8].
The solution vector x and the residue vector r are iter-
atively updated. The iteration scheme continues until
the highest absolute value of the residue is less than
tol = 1.10−8.

Algorithm 1: PBiCGSTAB.

1 r0 = b−Ax0 /* r0 = residual vector */

2 Choose ra0 such that ra0·r0 6= 0 (Ex: ra0 = r0)

3 v0 = p0 = 0

4 ρ0 = ω0 = α = 1

5 res = ||Max(r0)|| /* res = greatest

absolute value of the residual vector

*/

6 while res > tol do
7 ρ = ra0 · r0 /* tol = tolerance */

8 β = (ρ/ρ0)(α/ω0)

9 p = r0 + β(p0 − ω0v0)

10 y = K−1p /* K = preconditioning

matrix */

11 v = Ay

12 α = (ρ)/(ra0 · v)

13 s = r0 − αv
14 z = K−1s

15 t = Az

16 ω = (t · s)/(t · t)
17 x = x0 + αy + ωz

18 r = s− ωt
19 res = ||Max(r)||
20 ω0 = ω; ρ0 = ρ0
21 p0 = p; r0 = r; v0 = v

22 end

We know that Preconditioners based on the in-
complete LU Factoring are efficient techniques for
solving linear systems with sparse matrices [40]. In
this work, we use ILU(0) factorization in the IMPES,
Sequential, and Hybrid methods [69].

For the Fully Implicit method, an ILU Factor(1) [69]
factorization method allowing fill-in is employed, which
is a more effective preconditioner although more com-
putationally expensive than the ILU(0).

V. FULLY IMPLICIT METHOD
The most widely studied and known method for

solving systems of nonlinear equations is the New-
ton’s (or Newton-Raphson’s) method [11]. We use a
fully implicit linearization within Newton’s method to
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solve Eqs. (35) and (45), leading to the following sys-
tem of equations [43]

Jn+1,vδXn+1,v+1 = −Rn+1,v, (83)

where δXn+1,v+1 = Xn+1,v+1 − Xn+1,v, J repre-
sents the Jacobian matrix, X = (X1,X2, . . . ,XN )T

is the unknown vector, where Xi = (pγi, Sβi)
T , and

R = (R1,R2, . . . ,RN )T is the residual vector, where
Ri = (Rγi, Rβi)

T .
Once the linear system of Eqs. (83) has been

solved, we calculated

Xn+1,v+1 = Xn+1,v + δXn+1,v+1. (84)

If we interpolate the terms evaluated at the cell
faces using only the known values in adjacent cells,
for a natural ordering [1], the Jacobian matrix has a
block structure where each block is a submatrix [7]:

Jn,m =


∂Rγn
∂pm

∂Rγn
∂Sm

∂Rβn
∂pm

∂Rβn
∂Sm

 , (85)

where n = P , and m = {A,N,W,P,E, S,B}.
Next, we put Eqs. (35) and (45) in a residual form

for each cell (inner cells):

Rn+1,v
γP = −an+1,v

γW pn+1,v
W − an+1,v

γS pn+1,v
S − an+1,v

γB pn+1,v
B

+ an+1,v
γP pn+1,v

P − an+1,v
γE pn+1,v

E − an+1,v
γN pn+1,v

N

− an+1,v
γT pn+1,v

T + bn+1,v
γW DW + bn+1,v

γS DS

+ bn+1,v
γB DB − bn+1,v

γP DP + bn+1,v
γE DE

+ bn+1,v
γN DN + bn+1,v

γT DT + cn+1,v
γP

(
pn+1,v
P − pnP

)
+ dn+1,v

γP

(
Sn+1,v
P − SnP

)
− qn+1,v

γsc (86)

and

Rn+1,v
βP = −an+1,v

βW pn+1,v
W − an+1,v

βS pn+1,v
S − an+1,v

βB pn+1,v
B

+ an+1,v
βP pn+1,v

P − an+1,v
βE pn+1,v

E − an+1,v
βN pn+1,v

N

− an+1,v
βT pn+1,v

T + an+1,v
βW pcn+1,v

W + an+1,v
βS pcn+1,v

S

+ an+1,v
βB pcn+1,v

B − an+1,v
βP pcn+1,v

P + an+1,v
βE pcn+1,v

E

+ an+1,v
βN pcn+1,v

N + an+1,v
βT pcn+1,v

T + bn+1,v
βW DW

+ bn+1,v
βS DS + bn+1,v

βB DB − bn+1,v
βP DP + bn+1,v

βE DE

+ bn+1,v
βN DN + bn+1,v

βT DT + cn+1,v
βP

(
pn+1,v
P − pnP

)
+ dn+1,v

βP

(
Sn+1,v
P − SnP

)
− qn+1,v

βsc . (87)

From Eqs. (86) and (87), the system of Eqs. (83)
can be written, for each interior cell, in the form

+
∂RαP
∂pW

∣∣∣∣∣
n+1,v

δpn+1,v+1
W +

∂RαP
∂SW

∣∣∣∣∣
n+1,v

δSn+1,v+1
W

+
∂RαP
∂pS

∣∣∣∣∣
n+1,v

δpn+1,v+1
S +

∂RαP
∂SS

∣∣∣∣∣
n+1,v

δSn+1,v+1
S

+
∂RαP
∂pB

∣∣∣∣∣
n+1,v

δpn+1,v+1
B +

∂RαP
∂SB

∣∣∣∣∣
n+1,v

δSn+1,v+1
B

+
∂RαP
∂pP

∣∣∣∣∣
n+1,v

δpn+1,v+1
P +

∂RαP
∂SP

∣∣∣∣∣
n+1,v

δSn+1,v+1
P

+
∂RαP
∂pE

∣∣∣∣∣
n+1,v

δpn+1,v+1
E +

∂RαP
∂SE

∣∣∣∣∣
n+1,v

δSn+1,v+1
E

+
∂RαP
∂pN

∣∣∣∣∣
n+1,v

δpn+1,v+1
N +

∂RαP
∂SN

∣∣∣∣∣
n+1,v

δSn+1,v+1
N

+
∂RαP
∂pT

∣∣∣∣∣
n+1,v

δpn+1,v+1
T +

∂RαP
∂ST

∣∣∣∣∣
n+1,v

δSn+1,v+1
T

=−Rn+1,v
αP . (88)

The linear system that must be solved iteratively
within Newton’s method has 2N unknowns and equa-
tions for a domain composed of N cells. The number
of equations can be changed if we consider the well-
reservoir coupling.

5.1. Well-reservoir coupling
For specified flow rates, the fully implicit treatment

of the source terms requires that we evaluate wellbore
reference pressure at the current time and iteration,
pn+1,v+1
wellref

, and we should consider it as an additional
unknown. The well-reservoir coupling equations are
linearized using a fully implicit method [32] and are
given by

−Rn+1,v
wellc

=
∑

c∈ψwell

∂Rwellc
∂pγc

∣∣∣∣∣
n+1,v

δpn+1,v+1
γc


+

∑
c∈ψwell

∂Rwellc
∂Sβc

∣∣∣∣∣
n+1,v

δSn+1,v+1
βc


+
∂Rwellc
pwellref

∣∣∣∣∣
n+1,v

δpn+1,v+1
wellref

, (89)

where, for production wells, we have

www.ijaers.com Page | 438

https://dx.doi.org/10.22161/ijaers.74.53
www.ijaers.com


International Journal of Advanced Engineering Research and Science (IJAERS)

https://dx.doi.org/10.22161/ijaers.74.53

[Vol-7, Issue-4, Apr-2020]

ISSN: 2349-6495(P) | 2456-1908(O)

Rn+1,v
wellc

= −
∑

c∈ψwell

[(Jn+1,v
γc + Jn+1,v

βc
)(pn+1,v

γc − pn+1,v
wellref

)]

− qscsp +
∑

c∈ψwell

(Jn+1,v
βc

pcn+1,v
c

)

+
∑

c∈ψwell

[(Jn+1,v
γc + Jn+1,v

βc
)%̄n+1,v
αc (Dc −Dref )],

(90)

and, for injection wells, we write

Rn+1,v
wellc

= −
∑

c∈ψwell

[Jn+1,v
ic

(pn+1,v
γc − pn+1,v

wellref
)]

− qβscsp +
∑

c∈ψwell

(Jn+1,v
ic

pcn+1,v
c

)

+
∑

c∈ψwell

[Jn+1,v
ic

%̄n+1,v
βc

(D
c
−Dref )]. (91)

Once the system of linear algebraic equations rep-
resented by Eq. (83) is solved, including the terms
from the well-coupling, pn+1,v+1

wellref
can be calculated by

pn+1,v+1
wellref

= pn+1,v
wellref

+ δpn+1,v+1
wellref

, (92)

being this formulation the same as that found in [32].
Therefore, we will increase the original system

(Eq. (83)) by nwell (total number of production and in-
jection wells) equations and unknowns, and we solve
it iteratively until we achieve a prescribed stopping cri-
terion for each time step.

VI. IMPLICIT PRESSURE EXPLICIT
SATURATION

The Implicit Pressure Explicit Saturation (IMPES)
method is one of the most employed in simulating two-
phase flow in oil reservoirs. As well known, the pres-
sure and saturation equations are solved separately
using implicit and explicit schemes, respectively [14].
Capillary pressures and transmissibilities are evalu-
ated explicitly in time n or time n+ 1 in a known itera-
tion (n+ 1, v).

An equation for the pressure of the non-wetting
phase, in each cell, can be obtained by combining
Eqs. (35) and (45) such as to eliminate the term
(Sn+1
βP −SnβP ). We achieve this by multiplying Eq. (35)

by Bn+1
γP and Eq. (45) by Bn+1

βP
and adding them, not-

ing that Bn+1
γP dγP + Bn+1

βP
dβP = 0. Thus, we write the

equation for the pressure in as

−an+1,v
IW pn+1,v+1

W − an+1,v
IS pn+1,v+1

S − an+1,v
IB pn+1,v+1

B

+(an+1,v
IP + cn+1,v

IP )pn+1,v+1
P − an+1,v

IE pn+1,v+1
E

−an+1,v
IN pn+1,v+1

N − an+1,v
IT pn+1,v+1

T = −bn+1,v
IW pcn+1,v

W

−bn+1,v
IS pcn+1,v

S − bn+1,v
IB pcn+1,v

B + bn+1,v
IP pcn+1,v

P

−bn+1,v
IE pcn+1,v

E − bn+1,v
IN pcn+1,v

N − bn+1,v
IT pcn+1,v

T

−dn+1,v
IW DW − dn+1,v

IS DS − dn+1,v
IB DB + dn+1,v

IP DP

−dn+1,v
IE DE − dn+1,v

IN DN − dn+1,v
IT DT + cn+1,v

IP pnP

+qn+1,v
Isc , (93)

where

aIF ≡ BγPaγF +BβPaβF , (94)

aIP = aIW + aIE + aIS + aIN + aIB + aIT , (95)

bIF ≡ BβPaβF , (96)

bIP ≡ BβPaβP , (97)

cIP ≡ BγP cγP +BβP cβP , (98)

dIF ≡ BγP bγF +BβP bβF , (99)

dIP = dIW + dIE + dIS + dIN + dIB + dIT , (100)

qIsc ≡ BγP qγsc +BβP qβsc. (101)

The main idea behind this formulation is that the
total transmissibility remains approximately constant
for some time, although the individual transmissibili-
ties of each phase may vary strongly as a function of
the saturation of the wetting phase (water). Therefore,
the pressure field remains stable, although the satu-
ration of the wetting phase may vary strongly [64].
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After the calculation of the pressure from Eq. (93),
this pressure is used to determine the saturation ex-
plicitly from the linearized form of Eq. (45)

Sn+1,v+1
P = SnP +

1

dn+1,v
βP

[
an+1,v
βW pn+1,v+1

W

+an+1,v
βS pn+1,v+1

S + an+1,v
βB pn+1,v+1

B − an+1,v
βP pn+1,v+1

P

+an+1,v
βE pn+1,v+1

E + an+1,v
βN pn+1,v+1

N + an+1,v
βT pn+1,v+1

T

−an+1,v
βW pcn+1,v

W − an+1,v
βS pcn+1,v

S − an+1,v
βB pcn+1,v

B

+an+1,v
βP pcn+1,v

P − an+1,v
βE pcn+1,v

E − an+1,v
βN pcn+1,v

N

−an+1,v
βT pcn+1,v

T − bn+1,v
βW DW − bn+1,v

βS DS − bn+1,v
βB DB

+bn+1,v
βP DP − bn+1,v

βE DE − bn+1,v
βN DN − bn+1,v

βT DT

− cn+1,v
βP

(
pn+1
P − pnP

)
+ qn+1,v

βsc

]
. (102)

Equations (93) and (102) are solved until we reach
convergence.

The IMPES method to be stable requires often
prohibitively small time steps due to the explicit cal-
culation of saturation, especially for long simulation
times, refined meshes, and certain classes of prob-
lems [16]. To circumvent such a situation, we can use
different time steps for pressure and saturation cal-
culations since the non-wetting pressure varies more
slowly than the saturation of the wetting phase [39].
In fact, the implicit calculation of Eq. (93) demands a
computational effort which is higher than that required
for the solution of Eq. (102) explicitly.

6.1. Well-reservoir coupling

To avoid the numerical instability in the computa-
tion of pwellref (for specified flow rate), we adopt an
implicit formulation where we couple its solution with
the non-wetting pressure, Eq. (93). For the set of
cells c ∈ ψwell that contains the production wells, from
Eqs. (74) and (75), we have

qn+1,v
Iscc

= (Bn+1,v
γc Jn+1,v

γc +Bn+1,v
βc

Jn+1,v
βc

)pn+1,v+1
wellref

− (Bn+1,v
γc Jn+1,v

γc +Bn+1,v
βc

Jn+1,v
βc

)pn+1,v+1
γc

+ (Bn+1,v
γc Jn+1,v

γc +Bn+1,v
βc

Jn+1,v
βc

)%̄n+1,v
αc (D

c

−Dref ) +Bn+1,v
βc

Jn+1,v
βc

pcn+1,v
c

. (103)

The substitution of Eq. (103) into Eq. (93) introduces
an additional unknown, pn+1,v+1

wellref
, which can be calcu-

lated by incorporating Eq. (76) into the system.

For injection wells (qγscc = 0) and from Eq. (77):

qn+1,v
Iscc

= Bn+1,v
βc

Jn+1,v
ic

pn+1,v+1
wellref

−Bn+1,v
βc

Jn+1,v
ic

pn+1,v+1
γc

+Bn+1,v
βc

Jn+1,v
ic

pcn+1,v
c

+Bn+1,v
βc

Jn+1,v
ic

%̄n+1,v
αc (D

c
−Dref ), (104)

and, as a consequence, we introduce the new vari-
able pn+1,v+1

wellref
(replacing Eq. (104) into Eq. (93)). We

determine this unknown by adding Eq.(78) to the sys-
tem.

Once pn+1,v+1
wellref

has been calculated, the term
qn+1,v
βscc

of Eq. (102), for the explicit calculation of the
saturation, can be evaluated from

qn+1,v
βscc

= Jn+1,v
βc

pn+1,v+1
wellref

− Jn+1,v
βc

pn+1,v+1
γc

+ Jn+1,v
βc

pcn+1,v
c

+ Jn+1,v
βc

%̄n+1,v
βc

(D
c
−Dref )

(105)

for production wells, or from

qn+1,v
βscc

= Jn+1,v
ic

pn+1,v+1
wellref

− Jn+1,v
ic

pn+1,v+1
γc

+ Jn+1,v
ic

pcn+1,v
c

+ Jn+1,v
ic

%̄n+1,v
βc

(Dc −Dref )

(106)

for injection wells.

VII. SEQUENTIAL METHOD
As pointed out earlier, the IMPES method is con-

ditionally stable [61, 54]. Therefore, the Sequen-
tial method [51] aims to overcome this issue and
introduces an implicit saturation procedure, but the
pressure and saturation equations are solved sepa-
rately. Thus, we obtain the pressure as in the IMPES
method, and subsequently, we calculate the satura-
tion implicitly [71].

Using the chain rule, we can show [64] that we can
express the discretized equation (45) for the wetting
phase in terms of saturation. Then, an implicit calcu-
lation and a Picard linearization result in (for S = Sβ)

an+1,v
SW Sn+1,v+1

W + an+1,v
SS Sn+1,v+1

S + an+1,v
SB Sn+1,v+1

B

−(an+1,v
SP − dn+1,v

βP )Sn+1,v+1
P + an+1,v

SE Sn+1,v+1
E

+an+1,v
SN Sn+1,v+1

N + an+1,v
ST Sn+1,v+1

T = an+1,v
βW pn+1,v+1

W

+an+1,v
βS pn+1,v+1

S + an+1,v
βB pn+1,v+1

B − an+1,v
βP pn+1,v+1

P

+an+1,v
βE pn+1,v+1

E + an+1,v
βN pn+1,v+1

N + an+1,v
βT pn+1,v+1

T

−bn+1,v
βW DW − bn+1,v

βS DS − bn+1,v
βB DB + bn+1,v

βP DP

−bn+1,v
βE DE − bn+1,v

βN DN − bn+1,v
βT DT + dn+1,v

βP SnβP

−cn+1,v
βP

(
pn+1,v+1
P − pnP

)
+ qn+1,v

βsc , (107)
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where

aSF ≡ aβF
dpc

dS

∣∣∣
f
, (108)

aSP = aSW + aSE + aSS + aSN + aSB + aST . (109)

Therefore, Eq. (93) allows for an implicit determi-
nation of the pressure. Once the pressure is known,
saturation is also calculated implicitly from Eq. (107).
Until we attain the convergence criterion, we solve
these equations iteratively.

7.1. Well-reservoir coupling
For a specified flow rate for the set of cells c ∈

ψwell, we treat qn+1,v
Iscc

(Eq. (93)) in the same way as in
the IMPES method. Therefore, we replace Eq. (103)
into Eq. (93) for production wells or Eq. (104) for
injection wells, and we thus introduce the unknown
pn+1,v+1
wellref

. Once we have calculated it (see [27]), we
can determine qn+1,v

βscc
in Eq. (107) from Eq. (105) for

production wells or from Eq. (106) for injection wells.

VIII. A PICARD-NEWTON APPROACH
We dedicate this section to discussing an ap-

proach to solving the governing equations of the two-
phase flow, Eqs. (35) and (45). As in the Sequential
method, the main idea is to improve numerical stabil-
ity. However, we now calculate saturation using a fully
implicit linearization resulting in an approximation of
Newton’s method. To obtain the numerical solution,
we choose a strategy based on an operator splitting
technique [73].

As seen in Section VI., the pressure formulation
given by Eq. (93) is stable even though the saturation
of the wetting phase may vary strongly. Concerning
producing and injecting wells, we know that this for-
mulation remains stable since production decreases
the pressure of the reservoir while injection increases
it and that qIsc contemplates source terms associated
with production and injection wells.

Our approach, named the Hybrid method achieves
improvements concerning even the IMPES and Se-
quential methods. In these methods we linearize, by
a Picard iteration, the transmissibilities, the capillary
pressures, and the productivity indexes. In this case,
these properties can vary strongly with the saturation
and render the formulation unstable. On the other

hand, we can minimize this problem by choosing a
fully implicit formulation for linearization.

We begin by calculating pressure at time n+1 and
iteration v + 1 from Eq. (93) and we consider that it is
no longer unknown for the determination of the satu-
ration. The fully implicit linearization of Eq. (45) leads
to a system of equations, which is an approximation of
Newton’s method. The term “approximation” is used
since the pressure is not known, but only an estimate
of it at (n + 1, v + 1). Therefore, we can express this
system of equations in the following matrix form:

Jn+1,v
w δSn+1,v+1

w = −Rn+1,v
w , (110)

where δSn+1,v+1
w = Sn+1,v+1

w − Sn+1,v
w , Sw =

(Sw1 , Sw2 , Sw3 , ...,SwN )T is the unknown vector, and
Rw = (Rw1

, Rw2
, Rw3

, ...,RwN )T is the residual vector
with n = 1, 2, 3, ...N for a reservoir containing N cells.

After we have solved the system of linear algebraic
equations (110), saturation is obtained by

Sn+1,v+1
w = Sn+1,v

w + δSn+1,v+1
w , (111)

for each cell of the computational domain.
We can write the system (110) for each inner cell

as follows:

∂RβP
∂SW

∣∣∣∣∣
n+1,v

δSn+1,v+1
W +

∂RβP
∂SS

∣∣∣∣∣
n+1,v

δSn+1,v+1
S

+
∂RβP
∂SB

∣∣∣∣∣
n+1,v

δSn+1,v+1
B +

∂RβP
∂SP

∣∣∣∣∣
n+1,v

δSn+1,v+1
P

+
∂RβP
∂SE

∣∣∣∣∣
n+1,v

δSn+1,v+1
E +

∂RβP
∂SN

∣∣∣∣∣
n+1,v

δSn+1,v+1
N

+
∂RβP
∂ST

∣∣∣∣∣
n+1,v

δSn+1,v+1
T = −Rn+1,v

βP
, (112)

where

Rn+1,v
βP

=− an+1,v
βW pn+1,v+1

W − an+1,v
βS pn+1,v+1

S

−an+1,v
βB pn+1,v+1

B + an+1,v
βP pn+1,v+1

P

−an+1,v
βE pn+1,v+1

E − an+1,v
βN pn+1,v+1

N

−an+1,v
βT pn+1,v+1

T + an+1,v
βW pcn+1,v

W

+an+1,v
βS pcn+1,v

S + an+1,v
βB pcn+1,v

B

−an+1,v
βP pcn+1,v

P + an+1,v
βE pcn+1,v

E

+an+1,v
βN pcn+1,v

N + an+1,v
βT pcn+1,v

T

+bn+1,v
βW DW + bn+1,v

βS DS + bn+1,v
βB DB

www.ijaers.com Page | 441

https://dx.doi.org/10.22161/ijaers.74.53
www.ijaers.com


International Journal of Advanced Engineering Research and Science (IJAERS)

https://dx.doi.org/10.22161/ijaers.74.53

[Vol-7, Issue-4, Apr-2020]

ISSN: 2349-6495(P) | 2456-1908(O)

−bn+1,v
βP DP + bn+1,v

βE DE + bn+1,v
βN DN

+bn+1,v
βT DT + cn+1,v

βP

(
pn+1,v+1
P − pnP

)
+dn+1,v

βP

(
Sn+1,v
P − SnP

)
− qn+1,v

βsc . (113)

Accordingly, Eq. (93) is solved implicitly for the
pressure followed by a further implicit solution of
Eq. (110) for the saturation. We solve these equa-
tions iteratively until we reach a prescribed stopping
criterion.

8.1. Well-reservoir coupling
As with IMPES and Sequential methods for a

specified flow rate, we determine pwellref by employ-
ing an implicit formulation, and we calculate the well
pressure in conjunction with the reservoir pressure
obtained from Eq. (93).

Once known pn+1,v+1
wellref

, we can determine qn+1,v
βsc

and their derivatives, which appear in Eq. (110), from

qn+1,v
βsc = −Jn+1,v

ic

(
pn+1,v+1
γc − pcn+1,v

c

)
− Jn+1,v

ic

[
pn+1,v+1
wellref

+ %̄n+1,v
βc

(Dc −Dref )
]
.

(114)

In this formulation, we adopt the fully implicit lin-
earization for both saturation of the wetting phase and
its source term.

IX. NUMERICAL RESULTS
This section presents a comparative study of the

computational efficiency of the different approaches
used here to solve the discretized equations that gov-
ern a slightly compressible (water–oil) and compress-
ible (water–gas) isothermal two-phase flow of immis-
cible fluids in a reservoir.

Therefore, to be able to verify the accuracy of
the Picard-Newton method, we perform a compara-
tive study considering the following methods:

1. Fully Implicit (Newton’s method);

2. IMPES;

3. Sequential;

4. Hybrid.

As applications, we address the numerical simula-
tion of:

1. water-oil and water-gas flow in a slab-type ge-
ometry;

2. water-oil flow in a five-spot pattern;

3. water-gas flow in a reservoir connected to an
aquifer.

Both homogeneous and heterogeneous cases are
considered here for the first two cases.

9.1. Slab geometry
We now turn to the case of three-dimensional flow

in a slab reservoir, with dimensions Lx, Ly, and Lz.
We specify a water flow rate and a saturation value
at x=0 and a prescribed pressure at x = Lx. For the
other boundaries, we have no flux conditions. There-
fore, the main flow is along the x-axis from left to right
(Fig. 2).

Fig. 2: Slab geometry.

9.1.1. Case 1: water-oil flow in a homogeneous
medium

It is injected water into a homogeneous reservoir
containing oil and an initial amount of water (Sw0

=
0.2) through the boundary at x=0. The pressure at
the top of the reservoir (level of reference) is p=5,800
psi, and determined from hydrostatic in the other cells.
The temperature of the reservoir is kept constant at
T=150oF.

Tables 1-3 show oil, water, and gas properties. Ta-
ble 4 contains the properties of the rock and other es-
sential properties for two-phase flow: absolute perme-
abilities, initial porosity, the compressibility of rock, rel-
ative permeabilities, among others. We employ these
properties in all simulations performed here unless
otherwise stated. We impose a uniform pressure gra-
dient, ∂p/∂x = -0.5 psi/ft in the yz–plane, on the left
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border of the reservoir, and we stipulate a total simu-
lation of t ∼= 5,000 days (due to the use of a variable
time step).

Table 1: Properties for oil.

Parameter Value Unit
γAPI 25.72 oAPI
pob 2,000 psi
γg 0.65 solution
Bob 1.13 -
co 5 10−6 psi−1

µob 1.69 cp
cµo 1.42 10−4 psi−1

Table 2: Properties for water.

Parameter Value Unit
ρscl 62.37 lbm/ft3

pwb 2,000 psi
sa 20 %
Bwb 1.022 -
cw 18 10−6 psi−1

µwb 0.69 cp
cµw 0.52 10−4 psi−1

Table 3: Properties for gas.

Parameter Value Unit
γg 0.6 -
R 10.7316 ft3 psi/oR lb-mol
psc 14.696 psi
Tsc 519.67 oR

We performed numerical simulations consider-
ing a three-dimensional reservoir with dimensions
Lx=2,000 ft, Ly=1,000 ft, and Lz= 100 ft and meshes
with nx, ny, and nz finite volumes in the three spatial
coordinates directions. For the mesh refinement ex-
periment, we considered three computational meshes
with a different number of finite volumes in the x-
direction (the direction of the flow), Table 5.

Figure 3 shows the water saturation profiles along
the centreline in the yz–plane (y = 500 ft and z = 50 ft)
for t=1,500 days, t=3,000 days, and t=4,500 days, for
the three meshes, a constant time step ∆t = 0.1 days,
and the Hybrid method. We also see the correspond-
ing oil pressure profiles in Fig. 4. We observe that

results do converge when we refine the meshes. We
obtain the same results with the Fully Implicit, IMPES,
and Sequential methods, and we do not represent
them for the sake of brevity.

Table 4: Fluid-rock properties.

Parameter Value Unit
kx=ky 30 md
kz 7.5 md
φ0 0.2 -
cφ 4 10−6 psi−1

Siβ 0.15 -
Sγrβ 0.15 -
nβ=nγ 4 -
npc 2 -
krβmax 0.4 -
krγmax 0.9 -
pcmax 4.0 psi (water-gas)
pcmax 5.8 psi (water-oil)

Table 5: Meshes for Case 1.

Mesh nx ny nz

1 125 50 5
2 250 50 5
3 500 50 5

As expected, we see a rarefaction followed by
a smoothed discontinuity curve for saturation values
(Fig. 3) as a result of compressibility and capillary
pressure effects [47]. Although the first-order upwind
introduces significant numerical diffusion for unrefined
meshes, it does not introduce spurious oscillations
[49]. For a compressible flow, the saturation front
is delayed concerning the saturation front for an in-
compressible flow (Buckley-Leverett’s problem) since
part of the fluid energy is used to compress it. The
pressure profiles (Fig. 4) also behave as forecast [47]
changing its profile as the front moves forward.

For the accuracy considered, we did not find any
significant differences in the values obtained with the
other methods: Fully Implicit, IMPES, and Sequential.
It is worth mentioning that as we use variable time
steps, we did not expect to obtain the same solution
since higher time steps lead to higher numerical trun-
cation errors, mainly for a first-order scheme [59].

Figure 5 shows the water saturation field obtained
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with the Hybrid method and Mesh 3. As can be seen,
the front moves maintaining the same uniform and flat
profile (without numerical instabilities) along the yz-
plane, according to the expected physical behavior
since the medium is homogeneous, and the injection
rate is uniform.

Fig. 3: Water saturation profile: Case 1.

Fig. 4: Oil pressure profile: Case 1.

(a) t ∼= 839 days

(b) t ∼= 1, 669 days

(c) t ∼= 2, 486 days

(d) t ∼= 3, 333 days

(e) t ∼= 4, 433 days

www.ijaers.com Page | 444

https://dx.doi.org/10.22161/ijaers.74.53
www.ijaers.com


International Journal of Advanced Engineering Research and Science (IJAERS)

https://dx.doi.org/10.22161/ijaers.74.53

[Vol-7, Issue-4, Apr-2020]

ISSN: 2349-6495(P) | 2456-1908(O)

(f) t ∼= 5, 004 days

Fig. 5: Water saturation field: Case 1.

9.1.2. Case 2: water-oil flow in a heterogeneous
medium

In the following test problem, water is injected in a
reservoir maintaining the same physical conditions of
Case 1, but now the reservoir is heterogeneous with
a permeability field given by (adapted from [26])

k(x, y) = 0.001max[F (x, y); 0.3], (115)

where

F (x, y) = 50 [0.7 (0.5G(x, y)− 1) + 1] (116)

with

G(x, y) = sin

(
6πx

Lx

)
cos

(
12πy

Ly

)
(117)

and the max function provides the maximum value
between two real numbers. Figure 6 shows an illus-
tration of the permeability field that we have created
(Eq. (115)).

Fig. 6: Heterogeneous permeability field: Case 2.

For this second problem test, we use the same
three-dimensional slab geometry. About the domain
dimensions, and the number of finite volumes, the val-
ues can be found in Table 6. In this case, we construct

the computational mesh such as to obtain the spatial
increments ∆x and ∆y equal to the space increment
∆x of Mesh 2 utilized in the previous simulation. The
maximum simulation time is t ∼= 6,000 days.

Table 6: Dimensions and Mesh for Case 2.

Dimensions (ft) Mesh
Lx = 1,500 nx = 188
Ly = 1,000 ny = 125
Lz = 100 nz = 5

As in the previous case, we did not find signifi-
cant differences between the numerical solutions de-
termined using the different methods discussed in this
work. For the simulations using the Hybrid method,
we can see the displacement of the water saturation
field in Fig. 7 for different times.

(a) t ∼= 790 days

(b) t ∼= 1, 782 days

(c) t ∼= 2, 782 days
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(d) t ∼= 3, 982 days

(e) t ∼= 4, 982 days

(f) t ∼= 6, 002 days

Fig. 7: Water saturation field: Case 2.

The saturation front moves along the yz-plane with
a characteristic profile as a consequence of the par-
ticular heterogeneous permeability field. Due to the
difference in the permeability values, the flow initially
bypasses the regions of low permeability (see Fig. 6).
However, as time goes by, these regions will also be
filled with the injected fluid.

9.1.3. Buckley–Leverett’s problem
To verify the efficiency of our numerical code, we

have solved the Buckley-Leverett problem [6]. For this
specific problem, we employ the same reservoir di-
mensions and physical properties of Case 1. How-
ever, as well know, Buckley-Leverett’s problem con-
siders a incompressible two-phase flow without taking
into account the effects of capillarity.

The water saturation profile, along the centerline
in the yz–plane, can be viewed in Fig. 8 for Mesh 2
(see Table 5) and t=800 days, t=1,600 days, and
t=2,400 days. We obtained the results for the wa-
ter saturation profile using only the Hybrid, IMPES,
and Sequential methods keeping constant the time
step: ∆t=0.1 days. We did not apply the Fully Im-
plicit method because according to Kardale [43], diffi-
culties may arise, concerning convergence, if we use
this specific method to solve Buckley–Leverett’s prob-
lem.

When compared to analytical results, from the re-
sults shown in Fig. 8 we can verify that the Hybrid,
IMPES, and Sequential methods present accurate re-
sults. As we can check, we obtained the same sat-
uration profile with the three methods. Considering
now the accuracy of these results, when compared
to the analytical solution, we can notice the appear-
ance of numerical diffusion [49], although the results
are very close to the theoretical ones. We can explain
the emergence of numerical diffusion by the use of a
first-order upwind and Euler schemes and the size of
the finite volumes and time steps. Nevertheless, there
are no spurious oscillations and numerical dispersion,
and we reproduce the shock (a sharp discontinuity)
numerically by only two points. Therefore, we think
that our results are in good agreement with the ana-
lytical solution [49].

Fig. 8: Water saturation profile: Buckley–Leverett’s
problem.
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9.1.4. Case 3: water-gas flow in a homogeneous
medium

We now turn to the problem of injecting water into
a homogeneous three-dimensional reservoir contain-
ing gas. As initial conditions, we take for the water
saturation Sw=0.2 and Pref equal to 4,000 psi at the
top of the reservoir. The reservoir temperature is con-
stant (Tref = 150 oF) and the parameters used for
calculating the physical properties are shown in Ta-
bles 3 and 4. A uniform pressure gradient (∂p/∂x =
-0.5 psi/ft) was set in the yz–plane at the left border
and t ≈ 7,000 days is the maximum simulation time.

A mesh refinement study was performed for the
meshes presented in Table 5 and considering that
Lx=2,000 ft, Ly=1,000 ft and Lz= 100 ft.

For the Hybrid method, we used an initial time step
equal to 0.1 days and Fig. 9 shows the water satura-
tion profile along the centreline in the yz–plane while
Fig. 10 shows the corresponding oil pressure profiles,
both for t = 1,500 days, t = 3,000 days and t = 4,500
days. The results are very close to those obtained
with Mesh 3, although slight differences can be ob-
served for Mesh 1. Differently from water-oil results,
Fig. 3 and Fig. 4, they are now closer to each other.
Similar profiles were obtained with the Fully Implicit,
IMPES and Sequential methods. However, for the
sake of brevity, they are not presented.

Numerical results behave as physically expected
(Fig. 9) and instead of a shock, which would appear
for an incompressible flow, we have a jump in satu-
ration after the rarefaction due to compressibility and
capillary effects and also to numerical diffusion com-
ing from the first order schemes. By comparing the
profiles in Figs. 3 and 9, the effects of the compress-
ibility on forwarding front velocity can be verified. As
gas has compressibility higher than that of oil, there
is a delay for water saturation profiles, for water-gas
flow, when compared to those of water-oil flow for the
same flow conditions. We also observe that water sat-
uration values at the end of rarefaction are higher than
those for water-oil flow. Regarding pressure (Fig. 10),
its variation is following the expected behavior with a
sudden change at the end of rarefaction.

Figure 11 presents water saturation values for
different instants of time, Mesh 3, and the Hybrid
method. Although not shown, we obtained similar re-
sults for the other methods studied here. The flow
occurs in a homogeneous medium at a constant in-

jection rate so that it consists of a uniform water front
moving with a constant velocity in the yz–plane, and
no numerical instability appears until the end of the
simulation.

Fig. 9: Water saturation profile: Case 3.

Fig. 10: Oil pressure profile: Case 3.

(a) t ∼= 936 days
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(b) t ∼= 1, 900 days

(c) t ∼= 2, 959 days

(d) t ∼= 4, 059 days

(e) t ∼= 5, 259 days

(f) t ∼= 6, 953 days

Fig. 11: Water saturation field: Case 3.

9.1.5. Case 4: water-gas flow in a heterogeneous
medium

The next case, still adopting the slab geometry, ad-
dresses a water-gas flow in a heterogeneous reser-
voir, under the same conditions as the previous prob-
lem, but having now a permeability field described by
the function

k(x, y) = 0.001max[F (x, y); 3], (118)

where F (x, y) is given by Eq. (116). We can see the
distribution of the permeability values of the generated
heterogeneous field in Fig. 12.

Fig. 12: Heterogeneous permeability field for Case 4.

We can find the dimensions of the reservoir and
the mesh used in Table 6. The simulation was per-
formed considering a final time t ∼= 8,000 days.

Figure 13 shows, for six different instants of
time, water flowing through the heterogeneous porous
medium. We calculated the saturation field with the
Hybrid method, and we did not find significant differ-
ences between these values and those obtained with
the other methods. So, we conclude that the gener-
ated flow is realistic and compatible with the perme-
ability field employed in the simulation (Fig. 12).
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(a) t ∼= 1, 302 days

(b) t ∼= 2, 653 days

(c) t ∼= 3, 843 days

(d) t ∼= 5, 329 days

(e) t ∼= 6, 614 days

(f) t ∼= 8, 002 days

Fig. 13: Water saturation field: Case 4.

9.2. Five-spot injection and production arrangement
We widely use injection in a five-spot pattern to

verify two-phase flow numerical simulations. It con-
sists of four injection wells and a single production
well. For a square domain, injection wells are posi-
tioned at the vertices with production well at the cen-
ter. Due to symmetry of the problem only a quarter of
the five-spot pattern is considered in the simulations,
see Fig. 14.

Fig. 14: The quarter five-spot configuration of
injection and production wells.

9.2.1. Case 5: water-oil flow in a homogeneous
medium

In the following, we focus on the water injection
process in a homogeneous reservoir containing oil
and an initial amount of water. We use here the
same initial conditions and properties of Case 1. Ta-
ble 7 display the geometric data and computational
meshes that we use in this case. Injection and pro-
duction wells are positioned perpendicular to xy–plan
at (x, y)=(0,0) ft and (x, y)=(1,000,1,000) ft, respec-
tively, and both occupy the full extent of the z-axis.
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We impose a production flow rate of -200 STB/D and
an injection flow rate of 200 STB/D. For the variable
time step we use: ndecr = 0.75; nincr = 1.1; itdecr
= 25; itincr = 15; ∆tmax = 10 days and ∆t0 = 0.01
days. The simulations end when time reaches approx-
imately 7,000 days.

Table 7: Meshes for Case 5.

Dimensions (ft) Mesh
Lx = 1,000 nx = 125
Ly = 1,000 ny = 125
Lz = 100 nz = 5

We can see the variation of the water satura-
tion over time in Fig. 15. Water moves according to
Darcy’s law and shows the characteristic profile well
known in the literature [53], from the injection well to-
wards the production well, and may be more or less
pronounced depending on the properties of the reser-
voir and fluids [33]. Even though we have deter-
mined these values with the Hybrid method, we have
not found differences between these saturation values
and those calculated with the other methods.

(a) t ∼= 1, 221 days

(b) t ∼= 2, 377 days

(c) t ∼= 3, 582 days

(d) t ∼= 4, 787 days

(e) t ∼= 6, 027 days

(f) t ∼= 7, 004 days

Fig. 15: Water saturation field: Case 5.

9.2.2. Case 6: water-oil flow in a heterogeneous
medium

Our attention turns now to a five-spot pattern with
the same two-phase flow, parameters, and physical
properties of the previous problem, but now the reser-
voir is no longer homogeneous. There are two regions
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within the domain with different permeability values
(one hundred times smaller) from that of the rest of
the reservoir, Fig. 16 [26]. By setting x0, y0, and z0 the
origins of these regions and lx, ly, and lz the lengths
along the coordinate axes of these regions, Table 8
shows their respective values.

Table 8: Location of Regions.

Region (x0, y0, z0) (lx, ly, lz)
1 (100,100,0) (400,400,100)
2 (600,600,0) (300,300,100)

Fig. 16: The quarter five-spot configuration of
injection and production wells with two block
inclusions.

Figure 17 contains the graphical representation of
the water infiltration process for a five-spot pattern
with the reservoir containing the two regions with dif-
ferent permeability values. We calculated the satura-
tion values using the Hybrid method.

(a) t ∼= 1, 081 days

(b) t ∼= 2, 027 days

(c) t ∼= 3, 042 days

(d) t ∼= 4, 067 days

(e) t ∼= 5, 013 days
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(f) t ∼= 7, 005 days

Fig. 17: Water saturation field: Case 6.

As well known, it is natural that water flows initially
through the regions that offer less resistance to flow,
that is, those with the highest values of absolute per-
meability. Thus, the main flow tends to deviate from
the two regions. We remind the reader that although
there is a deviation of the flow, bypassing the regions
of low permeability, these regions are not impervious
to fluid flow. Therefore, both phases will be present
in all reservoir regions, and over time the main flow
will be directed to the producing well. Due to the na-
ture of the flow, water saturation values change very
slowly, and we can observe at the end of simulations
that both regions contain water with a saturation very
close to its initial value (0.2).

9.3. Production of gas by combined effects
In the last example, we study the production of gas

for a reservoir in contact with an aquifer. Therefore,
by a combination of effects we can produce gas, that
is, gas and rock decompression and the pressure ex-
erted by the water contained in the aquifer (constant
pressure condition at the lower boundary), Fig. 18.

The production of gas leads to a pressure drop in
the reservoir. Nevertheless, the expansion of the wa-
ter of the aquifer can counterbalance it. As a conse-
quence, there is an inflow of water into the reservoir.
This fact contributes to the preservation of the reser-
voir pressure [33].

9.3.1. Case 7: water-gas flow in a homogeneous
medium

As we had mentioned earlier, we are dealing with
gas production in a homogeneous reservoir (contain-
ing gas and water initially) with a water inflow due to
the existence of an aquifer. The properties used, as
well as the initial conditions, are the same as those
described for Case 3. We can find the computational

meshes employed and the domain dimensions in Ta-
ble 9. A vertical production well is positioned perpen-
dicular to xy–plan located at (x, y) = (500,500) ft, with
75 ft length, and we produce gas at a constant rate:
-200,000 SCF/D. We also use a variable time step:
ndecr = 0.75; nincr = 1.1; itdecr = 20; itincr = 10;
∆tmax = 15 days and ∆t0 = 0.1 days and we spec-
ify a maximum simulation time of approximately 5,000
days. Here, we apply the same well-reservoir tech-
niques introduced in Subsection 4.3.

Fig. 18: Production of gas in a reservoir limited by an
aquifer at its lower boundaries.

Table 9: Meshes for Case 7.

Dimensions (ft) Mesh
Lx = 1,000 nx = 125
Ly = 1,000 ny = 125
Lz = 150 nz = 30

We can visualize the water saturation values for
simulations performed with the Hybrid method, for six
different instants of time, in Fig. 19. From the obser-
vation of these figures, we can see the water inflow
from the aquifer towards the porous medium as we
recover the gas. Since the reservoir and aquifer are
connected, water inflow towards the reservoir tends to
limit reservoir pressure drops during gas production.
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(a) t ∼= 777 days

(b) t ∼= 1, 865 days

(c) t ∼= 2, 520 days

(d) t ∼= 3, 366 days

(e) t ∼= 4, 343 days

(f) t ∼= 5, 002 days

Fig. 19: Water saturation field: Case 7.

X. CONCLUSION
This work aimed to perform a comparative study

of some of the main techniques that we usually use
in the numerical solution of two-phase flows in the
context of reservoir simulation. With this purpose, we
proposed a Picard-Newton approach, referred to as
the Hybrid method. We have accomplished this task
using a three-dimensional numerical simulator, pro-
grammed in C language, based on the finite volume
method.

The motivation for proposing a Picard-Newton ap-
proach for the calculation of the pressure and satu-
ration has assumed that pressure is typically a global
variable, whereas saturation is a local variable. There-
fore, when capillary effects are small, the decoupling
of the system of governing equations leads to bet-
ter convergence properties. We obtain the equation
for the pressure from the combination of continuity
and Darcy’s law equations. The goal is to introduce
the sum of the transmissibilities of the wetting and
non-wetting phases, eliminating the saturation in this
equation. Although the individual transmissibilities of
each phase vary strongly with the saturation of the
wetting phase, their sum remains approximately un-
changed over a time interval. In the calculation of
the saturation of the wetting phase, a Fully implicit
linearization is adopted to improve the numerical sta-
bility of the Hybrid method concerning the IMPES
method, which explicitly solves saturation, and the Se-
quential method, which implicitly solves saturation us-
ing a Picard linearization.

To carry out this comparative study we have con-
sidered: water-oil and water-gas flows in a slab geom-
etry for a homogeneous and heterogeneous medium;
water injection in a five-spot pattern for a homoge-
neous medium and a homogeneous medium contain-
ing two regions with low permeability values; and gas
production in a homogeneous reservoir connected to
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an aquifer.
We have considered the Buckley-Leverett prob-

lem, whose analytical solution is known, to verify our
numerical code. We have obtained numerical values
very close to each other with the IMPES, Sequen-
tial, and Hybrid methods. Besides, the results have
presented a good agreement with the analytical solu-
tion. Although we have perceived some numerical dif-
fusion, introduced by the use of the first-order upwind
and forward time schemes, it has not compromised
the sharpness of the profile, and we have satisfacto-
rily captured the shock after the rarefaction.

All results obtained in this work are physically cor-
rect, and in none of the analysed cases, we have not
found significant differences concerning the precision
of the results for the Fully Implicit, IMPES, Sequential,
and Hybrid methods. It is important to note that since
we have used variable and distinct time steps, we
have not expected to obtain the same solution for all
methods, as a consequence of the use of higher time
steps. As we have employed first-order time schemes,
this also leads to higher truncation errors.
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