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Abstract— This research establishes forecasting models for air-

conditioning noise through training-type neural networks, which can 

improve the accuracy of the forecast, reduce costs and time, optimize 

system design and improvement, improve user experience and reduce 

environmental impact. This study uses Matlab to build training neural 

networks and uses the Levenberg-Marquardt. The results showed that the 

neural networks built by the training methods and the data and model 

combination were excellent. Therefore, the neural network to establish the 

model for the forecast of air conditioning noise has a significant effect for 

future air conditioner companies in the research and improvement of the 

noise. 

 

I. INTRODUCTION 

Air-conditioning has become an indispensable part of 

modern society in recent years, with the continuous 

development of science and technology, and has been 

applied in almost all parts of the world. It not only 

provides people with a comfortable indoor environment, 

but also plays an important role in many areas, such as 

industrial production, health care, information technology 

and so on. But as people's quality of life improves, the 

demand for air conditioning increases, and air-

conditioning noise becomes a problem that cannot be 

neglected [1]. Excessive air-conditioning noise can affect 

the quality of sleep, resulting in difficulties in getting to 

sleep, being awake or not sleeping well in the long term; in 

an office or study environment, persistent noise distracts 

attention and reduces work and learning efficiency, 

affecting work and academic performance; in a home 

environment, excessive noise of air conditioning can affect 

people's leisure and leisure experiences, making their 

living environment uninhabitable and reducing their 

quality of life; persistence of noise stimulus can lead to 

anxiety, stress and unrest, increasing the risk of mental 

health problems, especially for children and older people. 

Excessive air-conditioning operating noise can have a 

multi-faceted impact on people's lives and work 

environments, including sleeping noise that can disrupt 

harmony between neighbours, provoke complaints and 

disputes, and affect interaction between the community 

environment and residents; and prolonged exposure to 

high noise environments can lead to hearing loss, 

cardiovascular disease and other health problems that have 

adverse effects on physical health. Users of air-

conditioning want to reduce noise, noise as a very 

important R&D indicator of air conditioning, the developer 

will include noise reduction as one of the main 

considerations when developing the air conditioner. So this 

study hopes to be able to build a training neural network 

for the noise pattern of air conditioning through Matlab to 

conduct a training, so that a forecast of the noisy patterns 

of the air conditioner, and then in the beginning of the R & 

D design of air-conditioning, to fundamentally reduce the 

impact of noise on people.  

 The noise source of air conditioning is mainly due to 

two aspects, one is the noise generated by the air 

conditioner during normal operation, and the other is noise 

produced during the abnormal operation of the air-
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conditioning [3]. For air conditioning abnormal noise 

problem treatment, we need to know the source of 

abnormal noise, judging whether high frequency noise or 

low-frequency sound, whether continuous or instantaneous 

sound, electromagnetic or resonance noise etc [4]. Air 

conditioning is a highly integrated product, in the R&D 

design of different models of air conditioning consisting 

mainly of compressors, fans, winds and outlets, pipes and 

accessories, control boards and circuit components. And 

the size of the noise is closely related to these air-

conditioning components. So there are a lot of factors that 

cause the noise of the air conditioning [5]. The wind speed 

is also sometimes the reason why the noise is produced, 

which is due to the friction that occurs in the process of air 

flow, mainly from the wall of the pipe, vent and valve, and 

when the speed of the wind will become bigger, which 

leads to noise increases, so the size of noise at the time 

depends mainly on the amount of wind speed [6].  

The issue of neural network validation was first raised 

in 2010 by Pulina and others, who used a neural input-

based separation refinement method, and used the ideas 

and techniques of the formalization method for the first 

time in the safety assessment of the neural networks [14]. 

The development of neural networks dates back to the 

1950s, but breakthroughs have only been made in recent 

years. The sensor is one of the earliest models of a neural 

network, proposed by Frank Rosenblatt in 1957. It is a 

simple one-layer neural network that can be used for 

binary classification problems [15]. The introduction of the 

sensor attracted widespread attention from the academic 

community and industry, but due to its limitations, if only 

solve the linear divisibility problem, resulted in later 

gradual elimination. After the study of sensors was 

eliminated, neural networks entered a hibernation period, 

due to the lack of effective training algorithms and 

computational resources, and the suspicion of neural 

network capabilities. In the late 1980s and early 1990s, the 

introduction of reverse transmission algorithms reignited 

the enthusiasm for neural network research [16]. This 

algorithm allows the Multi-Layer Perceptron (MLP) to be 

trained to overcome the limitations of the sensor. The 

results of this period include Backpropagation Through 

Time (BPTT) and  Levenberg-Marquardt. During this 

period, Multi-Layer Perceptron (MLP) were widely used, 

especially in the fields of finance, medicine, and speech 

recognition. In addition, some important algorithms and 

models such as Support Vector Machines (SVM) and 

Gaussian Mixture Model (GMM) have been proposed and 

applied. With the continuous improvement of computing 

capabilities and the development of big data technology, 

deep learning has begun to emerge [17]. The introduction 

of Convolutional Neural Networks (CNN) promoted the 

development of the field of computer vision, and the 

application of circular neural network such as Long Short-

Term Memory (LSTM) contributed to the advancement of 

natural language processing. 

 

II. USING MATLAB TO BUILD A NEURAL 

NETWORK FORECAST MODEL 

This study uses Matlab to build a neural network 

forecast model. first of all, processing the noise data, and 

then to the Levenberg- Marquardt, the Bayesian 

Regularization, and the Quantitative Conjugate Gradient 

were compared,  and used by the Levenberg- Marquardt 

method trains air-conditioning noise data, discusses the 

results, losses, training performance and learning rate of 

the model, analyzes the matching effects of the data and 

the model and exports the results chart. 

2.1 Noise data processing formula 

The formula for noise calculation can vary depending on 

the source of noise and the specific situation. Here are 

some common noise calculation formulas and their 

application scenarios:  

(1)Sound Pressure Level (SPL): 

                        SPL = 20log10(
p

p0
)                                (1) 

p is the sound pressure, and p0 is the reference sound 

pressure (generally taken as the standard atmospheric 

pressure, approximately 20 micropascal).  

(2)Sound Power Level (SWL): 

                        SPL = 10log10(
w

w0
)                              (2)  

  w is the sound power, and w0  is the reference sound 

power (generally taken as1012watt).  

(3)Total Sound Level: 

The total sound level can be obtained by adding the 

sound pressure level of each sound source, with the 

formula as follows:  

                     Ltotal = 10log10(∑ 10
Li
10n

i=1 )                   (3) 

Li is the sound pressure level of the first i sound source, 

and n is the number of sound sources. 

(4)Weighted Sound Level:   

The calculation of air-conditioning noise usually 

involves factors such as acoustic parameters and the 

working state of the air conditioning system. 

                      L = Lr + 10log10(
Q

Qr
)+K                      (4)  

L is the total sound level of air conditioning (units: 

decibels, dB); Lr is the reference sound level, usually for 

the basic noise level when the air conditioner is not 
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working (unities: decibel, dB); Q is the amount of cooling 

or heat generated by air conditioners under a specific 

operation condition (unity: power, usually in watts); Qr is 

the quantity of reference cooled or heat produced, typically 

for the cooling quantity or heating generated under the 

condition of air-conditioning design (unit: energy, W); K 

is the specific adjustment coefficient of the climate system, 

taking into account the effects of the various factors of the 

air- conditioning system on the noise. 

2.2 Artificial Neural Network 

Artificial Neural Network (ANN) is a mathematical 

model for information processing based on the simulation 

of the neurosynthesis connected organs of the human brain 

[11]. A class neural network is a machine learning model 

inspired by the human nervous system. It consists of a 

large number of artificial neurons (also known as nodes or 

units) that transmit and process information through 

connections [31]. 

 

Fig. 1 Neural  

 

Fig. 2 Artificial Neural Network 

In observing the results of neural network training, 

common evaluation indicators include Mean Squared Error 

(MSE) and Correlation Coefficient (R). These indicators 

can be used to assess the predictive performance and 

suitability of models. 

(1)MSE: 

                           MSE =
1

N
∑ (yi − yi

,)2N
i=1                    (5) 

n is the number of samples, yi is the real value, yi
,
 is the 

predicted value.  

The smaller the MSE, the better the model matches the 

data. 

(2)R: 

                       R =
∑ (yi−y̅)(yi

,
−yi

,̅ )n
i=1

√∑ (yi−y̅)2n
i=1 ∑ (yi

,
−yi

,̅
)2n

i=1

                     (6) 

y̅ and yi
,̅  are the mean values of true values and predicted 

values, respectively. 

R has a range of values ranging from 1 to 1, near 1 

represents positive, near 1 is negative and near 0 is 

irrelevant. 

 

III. BUILD A MODEL WITH MATLAB 

Compare the regression performance of the three training 

methods: the Levenberg-Marquardt, the Bayesian 

Regularization, and the Quantitative Conjugate Gradient, 

the Levenberg- Marquardt, the Bayesian Regularization , 

and the Quantitative Conjugate Gradient, have Correlation 

Coefficient R of 0.99519, 0.99913 and 0.98809, 

respectively, so the Levenberg-Marquardt method predicts 

better. This study uses Matlab to apply the Levenberg-

Marquardt method is used to build training neural 

networks. 

3.1 The Levenberg-Marquardt 

Levenberg-Marquardt (LM) is an optimized 

algorithm for training neural networks, commonly used for 

regression problems and multi-layer forward input 

networks. It is a gradient-based algority that combines the 

advantages of the Steepest Descent Method and Gauss 

Newton method, and is widely used in practice in training 

regression issues and multilayer neural network [32]. It 

can rapidly converge to local optimum solutions, and has 

faster convergence rates, better stability and robustness 

[19]. 

Here is the formula for the LM algorithm: 

(1)Objective Function: 

Objective Function is usually expressed as a loss 

function or cost function, used to measure the difference 

between the model's forecast value and the real label. 
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L(w) =
1

2N
∑ (yi − f(xi，w))2N

i=1                              (7) 

N is the number of samples, yi  is the real label, 

f(xi，w) is the predicted value of model for sample xi , 

and w is the model parameter. 

(2)Gradient Function: 

Gradient Function represents the gradient of the target 

function with respect to the parameter, which is used to 

guide the direction of the updated parameter. 

∇L = −
1

N
∑ (yi − f(xi，w))∇f(xi，w)N

i=1             (8) 

(3)LM Step: 

The LM Step is the step length of the parameter 

update in Levenberg-Marquardt, which achieves rapid 

convergence and stability through Balanced Gradient 

Descent and Newton Method. 

                  ∆w = (JTJ + λI)−1JTδ                           (9) 

 J is the jacobic matrix of the target function, λ is the 

adjustment parameter of the LM algorithm, and δ is the 

gradient of the goal function. 

 

Fig.3 Flow chart of Levenberg-Marquardt 

 

Combine raw data, and LM algorithm formula. LM 

training results are as shown in Figure 4, from which the 

LM method neural network model is comparatively good; 

LM training losses are like Figure 5, the gradient of the 

training loss curve is 0.23222 which means that the loss 

function has decreased by an average of 0.23222 units in 

each iteration; the performance of LM mode Artificial 

Neural Networks is like Figue 6, which is gradually closer 

to optimum performance after the eighth round of training, 

and at the tenth round achieves the optimum validation 

performance, as shown by Figure 16, generally 

overlapping with the optimal performance value; the 

learning rate of the LM method is as shown on Figure 7, 

from which it is shown that the rate of learning of this 

Neural Network training model is 0.001; and the validation 

failure (LM validation Fail) as shown at Figure 8, means 

that verification failure occurred in the sixth training cycle. 

 

Fig.4 LM training results  

 

Fig.5 LM training losses 

 

Fig.6 The performance of LM mode Artificial Neural 

Networks 

 

Fig.7 The learning rate of the LM method 
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Fig.8 LM validation Fail boken line graph 

 

IV. ARTIFICIAL NEURAL NETWORK 

TRAINING RESULTS 

as shown in Figure 9; verification regression related 

cofficient is 0.99717, as shown on Figure 10; test 

regression related coefficent is 0.97599, as shown at 

Figure 11; total regression related cofficent is 0.99519, as 

seen in Fig.12.  

  Neural network training regression diagrams are 

commonly used to show the relationship between the 

predicted results of a model and the actual target value to 

help users evaluate the performance of the model in the 

regression task. By observing the neural network training 

regression diagram, users can intuitively understand the 

performance of the model in the regression task, including 

the accuracy of the prediction, the degree of deviation and 

the adjustment effect. This helps to assess the performance 

of the model, identify problems with the model and guide 

further model adjustment and improvement. It is not 

difficult to see through the following regression diagram 

that the predicted value of the neural network training 

model based on the LM method and the linear correlation 

between the actual observation values is very high, close to 

1, indicating that the model has a high degree of adaptation 

on the training data, the prediction and optimization of air 

conditioning noise has a good effect.  

Thus, the R value of 0.99519 represents a high level 

of linear correlation between the model's predicted value 

and the actual observed value, indicating that the model 

has a very good matching effect in the regression task. 

This means that the model is very similar to the trend 

between the predicted value and the actual value, can 

accurately capture the change in the target variable, and 

has a high predictive ability. 

 

Fig.9 Training regression grap 

 

Fig.10 Verification regression grap 

 

Fig.11 Test regression grap 
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Fig.12 Regression grap 

 

V. CONCLUSION 

The conclusion of the Levenberg-Marquardt method 

training on neural networks is that the model works well 

on the training data, and there is a high linear correlation 

between the predicted value and the actual observed value. 

It should be noted, however, that these conclusions are 

based solely on the performance of the training data and 

that generalization performance also requires further 

evaluation in the validation set or test set to ensure that the 

model performs well on unprecedented data.  

It should also be noted that after the completion of 

Artificial Neural Network training, a comprehensive 

evaluation and validation of the model is required and the 

model and training strategy is adjusted according to the 

evaluation results to ensure that the model achieves the 

desired effect in practical applications. You can reasonably 

design the air conditioning system wind path, selecting the 

appropriate installation position to reduce the effect of 

static pressure on the air-conditioning noise. On the one 

hand, increasing the wind volume can increase the 

efficiency of air flow and improve the performance of the 

air-conditioning system; on the other hand, measures such 

as optimizing the wind path design, using noise-reducing 

materials, choosing a low-noise fan, etc., are needed to 

reduce the impact of wind volume on noise. 
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